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Preface

We are pleased to present the papers from the Australasian Health Informatics and Knowledge Management (HIKM) conference stream held on 20 January 2011 in Perth as a session of the Australasian Computer Science Week (ASCW) 2011. Formerly HIKM was named Health Data and Knowledge Management, however the inclusion of the health informatics term is timely given the current health reform. The submissions to HIKM 2011 demonstrated that Australasian researchers lead with many research and development innovations coming to fruition. Some of these innovations can be seen here, and we believe further recognition will accomplish by continuation to HIKM in the future.

The HIKM conference is a review of health informatics related research, development and education opportunities. The conference papers were written to communicate with other researchers and share research findings, capturing each and every aspect of the health informatics field. They are namely: conceptual models and architectures, privacy and quality of health data, health workflow management patient journey analysis, health information retrieval, analysis and visualisation, data integration/linking, systems for integrated or coordinated care, electronic health records (EHRs) and personally controlled electronic health records (PCEHRs), health data ontologies, and standardisation in health data and clinical applications.

There was a high standard of submissions for HIKM, with nine of the 21 submissions selected following a detailed peer review by three independent expert reviewers. We hope the unsuccessful authors will seek other opportunities to present their work as this body of knowledge needs to be shared with the Australasian research community. The nine papers selected are from three different countries, presenting a variety of topics from the theoretical to the clinical. We congratulate those who presented at HIKM 2011.

Kerryn Butler-Henderson
Curtin University

Tony Sahama
Queensland University of Technology

HIKM 2011 Programme Chairs
January 2011
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Welcome from the Organising Committee

On behalf of the Australasian Computer Science Week 2011 (ACSW2011) Organising Committee, we welcome you to this year’s event hosted by Curtin University. Curtin University’s vision is to be an international leader shaping the future through its graduates and world class research. As Western Australia’s largest university, Curtin is leading the state in producing high quality ICT graduates. At Curtin Computing, we offer both world class courses and research. Our Computing courses cover three key areas in IT (Computer Science, Software Engineering and Information Technology), are based on the curricula recommendations of IEEE Computer Society and ACM, the largest IT professional associations in the world, and are accredited by the Australian Computer Society. Curtin Computing hosts a top level research institute (IMPCA) and offers world class facilities for large scale surveillance and pattern recognition.

We welcome delegates from over 18 countries, including Australia, New Zealand, USA, U.K., Italy, Japan, China, Canada, Germany, Spain, Pakistan, Austria, Ireland, South Africa, Taiwan and Thailand. We hope you will enjoy the experience of the ACSW 2011 event and get a chance to explore our wonderful city of Perth. Perth City Centre is located on the north bank of the Swan River and offers many fun activities and a wealth of shopping opportunities. For panoramic views of Perth and the river, one can visit Kings Park or enjoy a relaxing picnic in one of the many recreational areas of the park.

The Curtin University campus, the venue for ACSW2011, is located just under 10km from the Perth City Centre and is serviced by several Transperth bus routes that travel directly between Perth and Curtin University Bus Station, as well as several other routes connecting to nearby train services.

ACSW2011 consists of the following conferences:

- Australasian Computer Science Conference (ACSC) (Chaired by Mark Reynolds)
- Australasian Computing Education Conference (ACE) (Chaired by John Hamer and Michael de Raadt)
- Australasian Database Conference (ADC) (Chaired by Heng Tao Shen and Athman Bouguettaya)
- Australasian Information Security Conference (AISC) (Chaired by Colin Boyd and Josef Piepryzk)
- Australasian User Interface Conference (AUIC) (Chaired by Christof Lutteroth)
- Australasian Symposium on Parallel and Distributed Computing (AusPDC) (Chaired by Jinjun Chen and Rajiv Ranjan)
- Australasian Workshop on Health Informatics and Knowledge Management (HIKM) (Chaired by Ker-ryn Butler-Henderson and Tony Sahama)
- Computing: The Australasian Theory Symposium (CATS) (Chaired by Taso Viglas and Alex Potanin)
- Australasian Computing Doctoral Consortium (ACDC) (Chaired by Rachel Cardell-Oliver and Falk Scholer).

The nature of ACSW requires the co-operation of numerous people. We would like to thank all those who have worked to ensure the success of ACSW2011 including the Organising Committee, the Conference Chairs and Programme Committees, our sponsors, the keynote speakers and the delegates. Many thanks go to Alex Potanin for his extensive advice and assistance and Wayne Kelly (ACSW2010 chair) who provided us with a wealth of information on the running of the conference. ACSW2010 was a wonderful event and we hope we will live up to the expectations this year.

Assoc. Prof. Mihai Lazarescu and Assoc. Prof. Ling Li
Department of Computing, Curtin University
ACSW2011 Co-Chairs
January, 2011
CORE welcomes all delegates to ACSW2011 in Perth. CORE, the peak body representing academic computer science in Australia and New Zealand, is responsible for the annual ACSW series of meetings, which are a unique opportunity for our community to network and to discuss research and topics of mutual interest. The original component conferences ACSC, ADC, and CATS, which formed the basis of ACSW in the mid 1990s now share this week with six other events - ACE, AISC, AUIC, AusPDC, HIKM, ACDC, which build on the diversity of the Australasian computing community.

In 2011, we have again chosen to feature a small number of plenary speakers from across the discipline: Heng To Shen, Gene Tsudik, ans Dexter Kozen. I thank them for their contributions to ACSW2011. I also thank the keynote speakers invited to some of the individual conferences. The efforts of the conference chairs and their program committees have led to strong programs in all the conferences again, thanks. And thanks are particularly due to Mihai Lazarescu and his colleagues for organising what promises to be a strong event.

In Australia, 2009 saw, for the first time in some years, an increase in the number of students choosing to study IT, and a welcome if small number of new academic appointments. Also welcome is the news that university and research funding is set to rise from 2011-12. However, it continues to be the case that per-place funding for computer science students has fallen relative to that of other physical and mathematical sciences, and, while bodies such as the Australian Council of Deans of ICT seek ways to increase student interest in the area, more is needed to ensure the growth of our discipline.

During 2010, CORE continued to negotiate with the ARC on journal and conference rankings. A key aim is now to maintain the rankings, which are widely used overseas as well as in Australia. Management of the rankings is a challenging process that needs to balance competing special interests as well as addressing the interests of the community as a whole.

CORE’s existence is due to the support of the member departments in Australia and New Zealand, and I thank them for their ongoing contributions, in commitment and in financial support. Finally, I am grateful to all those who gave their time to CORE in 2010; in particular, I thank Alex Potanin, Jenny Edwards, Alan Fekete, Aditya Ghose, Leon Sterling, and the members of the executive and of the curriculum and ranking committees.

Tom Gedeon
President, CORE
January, 2011
ACSW Conferences and the Australian Computer Science Communications

The Australasian Computer Science Week of conferences has been running in some form continuously since 1978. This makes it one of the longest running conferences in computer science. The proceedings of the week have been published as the Australian Computer Science Communications since 1979 (with the 1978 proceedings often referred to as Volume 0). Thus the sequence number of the Australasian Computer Science Conference is always one greater than the volume of the Communications. Below is a list of the conferences, their locations and hosts.

2012. Volume 34. Host and Venue - RMIT University, Melbourne, VIC.
2011. Volume 33. Host and Venue - Curtin University of Technology, Perth, WA.

2010. Volume 32. Host and Venue - Queensland University of Technology, Brisbane, QLD.
2008. Volume 30. Host and Venue - University of Wollongong, NSW.
2007. Volume 29. Host and Venue - University of Ballarat, VIC. First running of HDKM.
2006. Volume 28. Host and Venue - University of Tasmania, TAS.
1998. Volume 20. Hosts - University of Western Australia, Murdoch University, Edith Cowan University and Curtin University. Venue - Perth, WA.
1995. Volume 17. Hosts - Flinders University, University of Adelaide and University of South Australia. Venue - Glenelg, SA.
1990. Volume 12. Host and Venue - Monash University, Melbourne, VIC. Joined by Database and Information Systems Conference which in 1992 became ADC (which stayed with ACSW) and ACIS (which now operates independently).
1989. Volume 11. Host and Venue - University of Wollongong, NSW.
1987. Volume 9. Host and Venue - Deakin University, VIC.
1986. Volume 8. Host and Venue - Australian National University, Canberra, ACT.
1983. Volume 5. Host and Venue - University of Sydney, NSW.
1982. Volume 4. Host and Venue - University of Western Australia, WA.
1981. Volume 3. Host and Venue - University of Queensland, QLD.
1980. Volume 2. Host and Venue - Australian National University, Canberra, ACT.
1979. Volume 1. Host and Venue - University of Tasmania, TAS.
1978. Volume 0. Host and Venue - University of New South Wales, NSW.
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<table>
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<tr>
<th>Acronym</th>
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</tr>
</thead>
<tbody>
<tr>
<td>ACDC</td>
<td>Australasian Computing Doctoral Consortium</td>
</tr>
<tr>
<td>ACE</td>
<td>Australasian Computer Education Conference</td>
</tr>
<tr>
<td>ACSC</td>
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Curtin University of Technology, www.curtin.edu.au
Decision Support Based Needs Assessment for Cancer Patients
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Abstract

Regular assessment of wellness or quality of life for patients throughout a cancer journey is important so as to identify aspects of life that could lead to distress and impede recovery or acceptance. The emerging trends in assessment are to deploy validated, quality of life instruments on touchscreen computers in medical waiting rooms. However, these add to workload of health care professionals and can be impersonal for patients to use. In this article, an alternate approach is presented that involves a decision support system with natural dialogue that elicits the patient's specific context in a far finer grained manner than is possible with questionnaire based instruments. The system includes a model of heuristics that health care professionals in a locality use to make inferences regarding a patient's quality of life and avenues for referral.

Keywords: Needs assessment, Decision support, Supportive care, Cancer

1 Introduction

Numerous studies and reports have identified that many cancer patients have concerns with transport, finances, relationships, spirituality, pain, home, personal care and other facets of life over and above medical issues. Further, concerns impact on the morale of the patient and threaten to compromise positive attitudes to treatment or acceptance of the disease. (Gerber 2001)

Currently, the medical profession does not systematically include assessments of a patient's overall well-being and concerns into patient care. Specialist health care professionals serving cancer patients are typically faced with enormous time constraints.

Workflows and the realities of medical specialisations are designed to optimise human resources and often make it difficult for professionals to get to know patients sufficiently well to make an assessment of concerns outside the sphere of their medical speciality. The approach currently emerging in response to this problem involves the development of short questionnaire based instruments, rigorously validated and presented to patients while they wait for professionals or treatment. The first of these instruments to be used in Australia was developed by Foot (1995) and was to used to specifically evaluate the needs of cancer patients. The Cancer Needs Questionnaire (CNQ) identified three levels of need (low, moderate, high) and two levels of no-need (no need, need satisfied). Since, then many other instruments, surveyed below, that have been validated to various degrees of rigor, have emerged.

The instruments are typically paper based and provided to patients to complete while waiting for a health care professional. However, processing the questionnaire data adds to the workload of health care professionals so has proven to be less than popular. The response to this has been to develop computer based versions with easy to use touch screens installed in waiting rooms for patients to use prior to a consultation.

The central claim of this paper is that the use of validated instruments and technological devices installed in waiting rooms, while possibly effective, does not put cancer patients at the centre of their treatment. Prompting patients who have a life threatening illness to indicate intimate personal details such as their level of distress, the quality of their sex life, or their reaction to being increasingly burdensome on their carer to a computer screen mounted on the wall of a waiting room does not obviously empower patients.

In this article, we advance an alternative approach where heuristics that health care professionals use to make a judgement of a patient's well being are modelled and embedded in a web based decision support system that patient's can access from their homes, waiting rooms or mobile devices. The system incorporates question and answer sequences that are designed to be as natural and sensitive to a patient's specific context as possible.

The system is designed to be very readily extensible so health care professionals (or patients) who think of a need currently not catered for, can suggest questions that
patients might benefit from being asked, and have new questions-answer sequences entered. The approach can be conceived of as a Wikipedia style approach where the system evolves with user input and stands in contrast to the Britannica approach, more inflexible yet more rigorously validated.

A conventional decision support technology based on rule based representation is not sufficiently flexible for the extensibility required because any suggestion for a change in content would need to be executed by specialist knowledge engineers. Instead a relatively simple approach described below that permits the flexibility required, has been developed.

Currently, the system has been implemented and populated with rudimentary question-answer sequences. A system infers a snapshot of the state of wellness of a patient using basic criteria that can readily be extended. The system also infers recommendations for actions the patient or health care professional can take. The patient is expected to use the web based system on the internet in the comfort of their home and ultimately grant access rights to their health care professionals or take a print out of the system inference to their next visit. In this way, the report becomes a useful addition to the health care professional’s tasks without adding to their workload and importantly, keeps the patient at the centre of their treatment.

This article reports on progress to date with this approach. The next phase of this project involves a trial to gauge the extent to which health care professionals and patients are likely to benefit from the systems inferences and contribute to its expansion. In the next section of this paper a review of the literature that identifies unmet needs as an issue and quality of life and other instruments that have been advanced in response to the need, is presented. Following that, the design of the system and pilot is described.

2 Wellness, needs and quality of life

Gerber (2001) identified that cancer hospital inpatients had diverse needs which are best understood in order to promote an improvement in the quality of care. Wen and Gustafson (2004) also emphasise the importance of an assessment of patient needs, satisfaction and quality of life. They reviewed the assessment instruments of needs experienced by cancer patients and their families and conclude that a careful assessment of patients’ needs is central to the whole process of providing care.

According to Siegal (1994), cancer patients can encounter financial problems as income often diminishes while medical expenses increase. Further, (Houts et al 1984) discovered that as a patient’s functional capacity diminishes, out-of-pocket expenses rise due to an increase in needs for necessities such as transportation, child care, home care services, extra or specific foods, clothing, and lost income and wages. Berkman (1993) also found that out-of-pocket expenses coupled with gaps in medical insurance coverage cause long-term financial difficulty and jeopardise patients’ ability to obtain or keep health insurance coverage leading to spiralling problems. Mor et al (1987) found that 41 percent of households studied reported a 50% increase in expenses and 16 percent of households studied were unable to meet their monthly bills.

Bryan et al (1991) reported that cancer patients face a variety of problems related to transportation including availability of, and access to public transport, difficulties associated with driving or having others drive and travel. For patients in regional areas, travel can require accommodation, which involves logistic challenges. Among elderly cancer patients, Goodwin et al (2003) found that those with reduced access to transportation were four times less likely to receive radiation therapy following surgical treatment.

Financial and transport concerns are tangible and relatively easily recognised by patients themselves. Other issues may not be so readily apparent but no less concerning. Surbone and Baider (2010) discuss the spiritual dimension involving cancer patients. Rainbird et al (2005) identified seven categories of needs for the cancer patient: Medical communication and information, Psychological/emotional, Daily living, Financial, Dealing with symptoms, Spiritual and Social.

A number of instruments have been developed in recent years to assess the diversity of needs. Foot et al. (1995) developed the first Australian Survey to evaluate the needs of the cancer patients known as the Cancer Needs Questionnaire (CNQ). Another commonly used questionnaire is the Supportive Care Needs Survey advanced by Bonevski (2000). This survey includes issues related to sexuality. The questionnaire developed by Osse (2005) is tailored for palliative care: the Problems and Needs in Palliative Care questionnaire (PNPC).

The Cancer Rehabilitation Evaluation System (CARES) advanced by Schag (1990) measures need items from six domains, first on a five-point scale to indicate whether the need applies and then whether additional help is required. Tamburini et al (2000) developed a Needs Evaluation Questionnaire (NEQ) to evaluate the informative, psychological, social and practical needs of hospitalised cancer patients that would help the medical staff as well as the cancer patients. The NEQ is a standardized questionnaire, consisting of 23 items that has been empirically validated. It assesses the following needs: information concerning diagnosis or prognosis, information concerning treatment, communication, home assistance, financial and other support.

The most pressing observation to make from the plethora of instruments that have been developed is that they vary based on the needs covered, the intended end user and the patient context. This strongly suggests that a single instrument is unlikely to be well suited to every context involving the practice of health care with cancer patients. For instance, health care professionals in remote areas, may require that transport segment of instruments be more sophisticated than in city areas. In localities characterised with patients from high populations of minority groups and practitioners from majority cultures, psycho-social assessments focused on cultural issues may be pertinent in a way that they are not in homogeneous localities.

The development of a validated instrument for each locality is impractical and too rigid in that preferences of
health care professionals and patients in a community change over time. An alternative to developing a validated instrument customised for each locality, or a universal one specific to no single locality, is to develop a decision support system designed to evolve locally to suit the characteristics of each community over time. This does not mean that empirical validation of the decision support system is not important but only that validation studies need to be postponed until the decision support system's knowledge base has been populated to a point where there is widespread albeit informal agreement that the system attempts to tap into the needs that health care professionals and patients in a locality consider important. In the next section, the system developed for this purpose is described. The system currently has been seeded with initial question and answer sequences and some referral heuristics. The next phase of the study will involve refinement of the prototype in a test locality prior to wider deployment.

3 NADSS Needs Assessment Decision Support System

The needs assessment approach adopted in this study involves the development of a decision support system by capturing the heuristics health care professionals deploy when engaging with patients to make an assessment. Ultimately, health care professionals engage patients in a dialogue and apply heuristics that have evolved with experience to determine appropriate questions to ask given a patient's previous answers and finally, advance an assessment regarding the patient's needs.

Koers et al (1989) had found that the sequence of questions an expert asks is more important than the logical structure of knowledge in a domain for the user acceptability of a system. User acceptance is important for any software system but is particularly critical in the field of needs assessment for cancer patients because patients will be expected to take themselves through a consultation, perhaps many times, during their cancer journey. However, acceptance is made difficult because patients may tire easily; they may have heightened sensitivity to quality of life prompts and may have limited computer experience or skills.

Kawamoto et al (2005) identify critical success factors in the successful deployment of clinical decision support systems that include: useability, integration into clinician's existing workflow, provision of a recommendation, integration with other systems and provision of results to patients and clinicians. The current approach is designed to accommodate each of these factors with the exception of the integration with other systems. The transfer of data between health care professionals systems and the needs system, and vice-versa requires that flexibility in databases that most hospital systems currently do not have. In the future, a ubiquitous electronic health record will facilitate this integration.

The current approach involved capturing the question and answer sequences that seemed plausible. The first question prompts the patient to select a need category labelled 'Talking Points' as illustrated in Figure 1. Categories defined to date were: Financial, Physical, Home/Family, Spiritual, Transport and Social.

The first prompt in the Physical category is:

**What would you like to talk about?**
- Lets talk about pain
- Lets talk about personal care

The consultation continues until an end point is reached where the patient is returned to the Talking points menu where another category or a system exit can be selected. On exit, the system performs a needs assessment and generates a report as illustrated in Figure 2.

The question and answer sequence is conceptually equivalent to a decision tree where nodes represent questions and arcs emanating from each node represent alternate answers. This is conceptually equivalent to sets of IF-THEN rules however, the decision support system advanced here varies the traditional approach. Instead of encoding a final assessment in the leaf or conclusion nodes of the tree, the approach advanced here sets variables associated with each arc to values specified by the health care professional and knowledge engineer. These variables represent something about the state of the

---

**Figure 1 Talking point menu**

If **Lets talk about pain** is selected the following prompt appears:

*Are you in pain right now?*
- I would be if I wasn't managing it
- I am in some pain right now
- No, not really

If **I would be if I wasn't managing it** was selected then the following prompt is presented:

*Which of these applies to you more?*
- Its increasingly difficult to manage the pain
- Its currently under control
- Its currently under control but I'm concerned about coping in the future

The question and answer sequence is conceptually equivalent to a decision tree where nodes represent questions and arcs emanating from each node represent alternate answers. This is conceptually equivalent to sets of IF-THEN rules however, the decision support system advanced here varies the traditional approach. Instead of encoding a final assessment in the leaf or conclusion nodes of the tree, the approach advanced here sets variables associated with each arc to values specified by the health care professional and knowledge engineer. These variables represent something about the state of the
patient. For instance, a variable Anxiety, initially set to 0, is incremented by 1 when the user responds that he or she would be pain if they were not managing it. The heuristic used here involves the notion that a small level of anxiety is associated with the management of pain.

On conclusion of the consultation, the system compares the variable's values to threshold values linked to suggested actions. For example, a total Anxiety score between 3 and 6 triggers the suggestion that the patient should be referred to a social worker. A total anxiety score greater than 6 triggers the suggestion that the patient should be referred to a consultant. The Snapshot section of the report produced depicted in Figure 2 derives directly from the variable scores and the Suggestion section derives from comparing the scores to thresholds associated with suggested actions.

Four modules were deployed within the Patient Needs Assessment System. These were:

- the Expert Knowledge base,
- the Inferencing or Decision Support system,
- the User Interface and;
- the Content Management System.

Expert knowledge guided the content and direction of the questions that patients consider.

The Inferencing System uses two matrices of variables for each category domain. In the first, a score is associated with a variable for each user selected response to a question as presented in Table 1.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pain</td>
<td>5</td>
</tr>
<tr>
<td>Anxiety</td>
<td>2</td>
</tr>
<tr>
<td>Fatigue</td>
<td>1</td>
</tr>
<tr>
<td>Close others</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1: Variables and scores on a pain response

The heuristics captured by the investigators as knowledge engineers illustrated in Table 1 involve the belief that a patient finding it increasingly difficult to manage pain will have a little anxiety, a little fatigue and will place an addition strain on others close to them.

Heuristics regarding which professional, if any, the patient should be referred to, is captured as a score on each variable as illustrated in Table 2. The actions in the table depend heavily on the local context. In a region without pain specialists, health care professionals may refer patients to local psychologists so they would simply change the entry in the table.

The User Interface deploys the Bellaswan Content Management System (www.bellaswan.com.au). Some handcrafting was necessary at the higher application interface level to ensure the categories and conversation topics are each presented in a way that fosters trust from both patient and professional. A template thereafter uses a call-back method that populates the lower-level decision tree conversation points. The consistency of content placement is important. If system-generated content is misplaced, inconsistent or overlaps other content, the perception of quality is compromised. Reassurance of...
how data that is collected from users must also be clear to patients and professionals from the outset.

<table>
<thead>
<tr>
<th>Referral inference for the Pain variable</th>
<th>Health Care Professional</th>
</tr>
</thead>
<tbody>
<tr>
<td>7 or more</td>
<td>Recommend a pain specialist</td>
</tr>
<tr>
<td>Between 3 and 7</td>
<td>Recommend a GP</td>
</tr>
<tr>
<td>Between 1 and 3</td>
<td>Provide pain management information</td>
</tr>
<tr>
<td>Less than 1</td>
<td>No action required</td>
</tr>
</tbody>
</table>

Table 2: Referral scores for the variable Pain

The Content Management System (CMS) retrieves, stores, processes and returns data to the interface. As the patient explores the conversation topics and makes selections, a snapshot of their own “Story so far” is displayed on-screen and can be printed or emailed at any time. This acts as a narrative summary of the current consultation.

4 Conclusion

Many instruments have been developed and validated to elicit the physical, financial, transport, psychological, social, sexual, spiritual, pain management and informational needs of cancer patients. To reduce the workload on health care professionals many instruments are being converted to touchscreen, computer implementations installed in waiting rooms. However, these can be uncomfortable for patients to access and do not cater for preferences that professionals or patients have in local communities. An alternative approach is presented that involves the development of a decision support system that presents the patient with a question and answer dialogue that is more natural and can be tailored to suit the context of the community and patient. The decision support system is designed to be very easily extended so that, over time, it evolves to suit local preferences. A system has been designed and populated with an initial knowledge base. Further research will explore the extent to which patients and health care professionals can enhance the knowledge base and derive benefits without adding to the workload of current staff.
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Abstract
Chronic condition management presents distinctive challenges for health information systems. ChronoMedIt is a computational framework for the analysis of electronic medical records (EMRs) to support audit of chronic conditional management. This paper describes progress to date, recent developments and research directions related to the extension and application of ChronoMedIt. We address application of the framework to epidemiology, to pay-for-performance schemes, and to support clinical intervention. We also describe enhancement to the ChronoMedIt architecture to make it more flexible.
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1 Introduction
According to the World Health Organization, chronic disease was the leading cause of death worldwide in 2005 accounting for around 35 million (or 60%) of the 58 million deaths (WHO 2005). It has been projected that in 2015, 41 million (or 64%) out of all 64 million deaths will be due to chronic disease (Strong et al. 2005). In New Zealand (NZ), chronic disease is the leading cause for hospitalisation and accounts for 70% of health expenditure and 80% of all deaths (National Health Committee 2005). Thus, the burden of chronic disease is a growing concern worldwide and any incremental improvement in the management of chronic disease will have immense population health benefits, as well as cost savings and relief on the demands straining our health workforce.

To focus efforts at improving a process, it is vital to know how one is doing in the first place. A key concept here is that of quality audit indicators which are specific measures used to give an indication of the quality of the patient care delivered (Rosenbrand, Van Cronenborg and Wittenberg 2008). Quality audit indicators may serve to compare the relative merit of practice at one time period to another time period for a given healthcare delivery organisation – i.e., to track the trend in quality over time. For instance, we may hypothesize an upward trend in response to some newly introduced quality improvement effort, such as installation of electronic decision support (EDS) tools. We may also use quality audit indicators to compare between healthcare delivery organisations – e.g., to assess the relative performance of organisations using a particular EDS tool as compared to those not using it.

Chronic disease management, by its nature, introduces technical challenges associated with temporal reasoning, assessing time intervals and their relationships. Moreover, the input data from healthcare information systems is typically in terms of date-stamped events that only imply relevant intervals. For instance, a chronic condition diagnosis – say a diagnosis of diabetes mellitus type 2, or of essential hypertension – is made on a given date, but the implication is that the condition has existed from some (unknown) time earlier and that it will persist more-of-less for the life of the patient. Similarly, the most commonly recorded information about a medication is a prescription (and/or a dispensing of medication to fill a prescription). The prescription implies that the prescriber feels the medication is indicated for the patient. Its dosage instruction indicate how often it will be taken and how much at each administration (the signatura or ‘sigs’, which often include Latin frequency indications such as bid for twice daily). How long the patient is expected to take the medication is often only implied. This might be indicated at one level by the coverage of the prescription in terms of how much medication it can supply. A prescription for a bottle of 60 pills, with a one tablet bid sig and allowing two refills gives 90 days supply. Somewhat less temporal ambiguity is associated with observations such as a blood pressure, which represents a measurement on a patient at a given point in time. Although even here there is the assumption that the reading is representative of the temporal neighbourhood, particularly of all time until a newer reading is made.

In this paper we describe progress to date and ongoing efforts with respect to a computational framework that we have developed to compute quality audit indicators automatically from the data in health information systems (i.e., from electronic medical records, EMRs). The framework is called ChronoMedIt. ChronoMedIt is designed to leverage EMRs to support improvement in chronic condition management. The next section introduces the tools itself. The subsequent three sections describe its role in various areas of application. We then describe our efforts to improve the flexibility of the architecture and give a concluding summary.
2 The ChronoMedIt Framework

The ChronoMedIt software was developed as part of the PhD thesis of the second author under the principal supervision of the first author. It extends earlier work by the first author on the use of EMRs in general practice medicine to provide critique of management of hypertension in terms of a temporal state-transition model. The temporal state is the value at a given time of a set of monitored state variables (basically the set of medications prescribed, but possibly also relevant complicating diagnoses – such as diabetes, which complicates the treatment of hypertension). A temporal state-transition occurs when the state changes – e.g., a new class of medication is prescribed – with the theory that the moment the temporal state changes (transition) is a good moment to critique whether that change fits with clinical practice guidelines. An EDS structure is then formulated as a set of specific clinical alerts that are each attached to particular state transition. It was found that such a framework could give high-specificity (low ‘false alarm’ rate) alerts for antihypertensive prescribing (Gadzhanova et al. 2007).

The temporal state transition model was conceived as a way to provide alerts, i.e. immediate interaction feedback to cause a physician to reflect on the management of the patient in front of them. We reformulated the use of the model to quality audit more generally as a temporal audit reporting (TAR) model (Gaikwad, Warren and Kenealy 2007) that would indicate which, and how many, patients would receive a particular alert (i.e., failed a particular quality criterion) from among a given patient cohort on a time period of interest (hereafter, the evaluation period). Thus, one quality audit item in a TAR might indicate how many patients in a particular general medical practice were diagnosed with both hypertension and diabetes, and thus indicated for a particular class of antihypertensive called Angiotensin Converting Enzyme inhibitors (ACEi, see relevant clinical practice guidelines; Chobanian et al. 2003) but ran out of supply of it. In terms of the model, these are patients that made a temporal state transition from a having-ACEi state to not-having-ACEi state during the evaluation period.

The genesis of ChronoMedIt was a study wherein we worked closely with a New Zealand general medical practice that served a largely Pacific Islander case load. We developed a set of eight quality audit criteria that suited their needs and demonstrated that these could be derived reasonably accurately (in fact we observed 70% sensitivity and 70% specificity) from their EMR data (Warren et al. 2008). This quality audit report was based on a combination of Structure Query Language (SQL) and procedural code custom to their eight criteria. ChronoMedIt was then formulated to provide a framework for answering any such queries that might arise based on abstraction of the properties of those eight.

The resultant criteria model is shown in figure 1. Any given quality audit criterion is represented as an instance of the criteria model with particular attribute values. The top level of the model is the properties that define the evaluation period and the population of interest (e.g., what ‘classifications’ – basically clinical diagnoses – are characteristic of the group of interest). The model then branches into two major subtypes: 1. lapses in supply of medication indicated for the population of interest; and 2. a set of subtypes related to measurements on the patient. This latter type breaks down into: (a) failure to record the outcome measure of a management activity; (b) presence of a measured value that contraindicates a therapy; and (c) sustained instances of the outcome measure being outside of acceptable bounds. We do not maintain that these are all possible quality audit criteria of interest (see section 6 for our thoughts on additional ones), merely that these are a wide family of criteria that are of interest and that circumscribe those eight that were of interest to the practice with which we were collaborating.

To make use of the criteria model required several system components:

1. A data uptake component to import data from a commercial EMR to the particular concepts of interest to our framework, including diagnostic classifications, time periods covered by medication supply (as indicated by prescriptions, or alternatively by dispensing data), observations (notably blood pressure readings) and laboratory test results. This requires interpreting medication signs and also ‘scraping’ observations, such as blood pressure, out of free-text clinical notes.

2. A domain ontology to represent the values of the above concepts. This is largely a hierarchy with leaves that are the terms used in the EMR for particular diagnoses and medications organised into meaningful subtypes. For instance, sometimes we may be interested in Antihypertensive (AHT) medication generally, or

---

**Figure 1: Criteria model for chronic condition management quality audit.**
we may be interested in a sub-types (such as ACEi). As it turns out, ACEi often has the side-effect of a persistent cough, in which case another AHT class called Angiotensin Receptor Blockers (ARBs) can be substituted. Thus, we find it useful to have a mid-level concept, ACEi/ARB, to use in quality audit. Because some drug products are a combination of agents – e.g., a mixed thiazide diuretic (another AHT class) with ACEi – the ontology is not a strict hierarchy. We represent this ontology as a Web Ontology Language (OWL, McGuinness and Harmelen 2004) file and manage it with the Protégé tool (see http://protegewiki.stanford.edu/wiki/Main Page).

3. A criteria authoring interface. We have an XML specification for criteria and a graphical user interface that interacts with the ontology to allow a user to select concepts and data value boundaries that define their quality audit requirements.

4. A query processor. The methods to assess which patients in a given EMR extract satisfy the criteria. This uses SQL with supporting stored procedures and has been validated both in terms of real-world face validity and extensive simulation testing based on comparison to results from non-SQL algorithms.

5. Data viewers. This allows the user to see the summary quality levels attained, or to see specific cases for direct follow-up. Details of the cases can be viewed as textual descriptions or as visual timeline graphs (see figure 2).

The ChronoMedIt framework has been described in detail (Mabotuwana and Warren 2010).

3 ChronoMedIt for Epidemiology

One use of ChronoMedIt is as a research tool to understand the patterns of chronic illness and how quality audit indicators align to health outcomes.

We had found there was a great deal of clinical interest in the problem of lapses in medication supply. This led us to take an interest in Medication Possession Ratio (MPR) as a measure of medication adherence (how well patients do what clinical people recommend). MPR is a ‘percent of days covered’ model that assesses how many days in a time period a patient had supply of their medication (Andrade et al. 2006). An MPR<80% is frequently considered as indicating a clinically significant adherence problem.

Because of the configuration of the New Zealand and Australian healthcare systems, general practitioners (GPs) have easy access to their own EMR data. This data indicates prescribing, but does not indicate dispensing. Dispensing on the other hand is best accessed in these healthcare systems via national claims reimbursement databases. These are fairly comprehensive since many medications such as AHT medications are subsidized and thus thoroughly represented in the national data. However, such collections are not designed to be timely or convenient for a local quality improvement effort (as might be initiated by a GP). This led us to investigate how well an MPR from prescribing aligned to one from national claims dispensing.

The answer turns out to be that they align reasonably well, at least for six major long-term medications that we investigated (Mabotuwana, Warren, Harrison and Kenealy 2009). For purposes of this paper, the particular answer is not so much to the point. The point is that the framework can be used to investigate questions about the...

Figure 2: Timeline graph for a patient case showing a large gap in 2-agent antihypertensive therapy, an associated gap in blood pressure measurement and persistently uncontrolled blood pressure levels.
alignment of data sources. So if the GP asks, “Do I have to wait for a national e-pharmacy network, or make a request to query the national claims database in order to find patients with low MPRs?” we are able to answer that a reasonably reliable surrogate is available by looking at the EMRs from his (or her) own practice management system (PMS).

A further finding from this same study was about the alarmingly high rates of low MPR, with only half of patients achieving good adherence (MPR≥80%) on all of the six sentinel long-term medications that they were prescribed for a 15-month evaluation period and rates of good adherence to individual medications ranging from 55% to 68% (some medications appear to be more amenable to adherence than others). This class of finding is useful for characterising the prevalence of a quality issue.

A further kind of investigation is where we take the cases found through quality audit criteria and compare outcome data from those that are assessed as in violation as compared to those that are compliant. One study we did in this vein combined two of our medication supply criteria – 30 day lapse in supply, and MPR<80% – and took good adherence as having neither of these deficits present during the evaluation period. For a practice population cohort with diabetes and hypertension, good AHT adherence by this measure was associated with triple the odds of successful blood pressure control to recommended levels (Mabotuwana, Warren and Kennelly 2009). With the dangers of poor blood pressure control already well-established, this formulated a link from MPR (and, in fact, MPR based on prescribing, not dispensing) to health outcome.

Studies such as these can help to rationalise the prioritisation of health improvement efforts. Not only are health dollars limited, but the capacity of the health workforce to absorb procedural change and take on additional tasks is limited. Thus we want to establish that a problem is prevalent and important before trying to formulate and implement a relevant quality improvement strategy. In the case of medication adherence, we believe the problem to be under-prioritised and aim to continue to create more results indicating massive medication undersupply and lapse issues and their correlation to poor health outcome.

One area that is promising for further investigation in this regard is statin use – these are medication to control blood cholesterol levels. They serve both to prevent an initial cardiac disease event as well as being indicated for use by everyone who has had a previous event (e.g., a ‘heart attack’) to reduce the odds of another. These two cases divide into ‘primary’ and ‘secondary’ prevention. We plan to use national reimbursement data to divide into “primary” and “secondary” prevention.

AHT adherence by this measure was associated with triple the odds of successful blood pressure control to recommended levels (Mabotuwana, Warren and Kennelly 2009). With the dangers of poor blood pressure control already well-established, this formulated a link from MPR (and, in fact, MPR based on prescribing, not dispensing) to health outcome.

Studies such as these can help to rationalise the prioritisation of health improvement efforts. Not only are health dollars limited, but the capacity of the health workforce to absorb procedural change and take on additional tasks is limited. Thus we want to establish that a problem is prevalent and important before trying to formulate and implement a relevant quality improvement strategy. In the case of medication adherence, we believe the problem to be under-prioritised and aim to continue to create more results indicating massive medication undersupply and lapse issues and their correlation to poor health outcome.

One area that is promising for further investigation in this regard is statin use – these are medication to control blood cholesterol levels. They serve both to prevent an initial cardiac disease event as well as being indicated for use by everyone who has had a previous event (e.g., a ‘heart attack’) to reduce the odds of another. These two cases divide into ‘primary’ and ‘secondary’ prevention. We plan to use national reimbursement data to characterise the differences in lapse in these two cases. The clinical intuition is that 6 months to a year is a danger time for adherence to statins in secondary use (i.e., it is easy to get people to adherence just after an event, but then they ‘fall off the wagon’). We will use ChronoMedIt to assess the distribution of time until first 30-day-lapse and provide a quantitative basis for where to most urgently target statin adherence promotion interventions.

4 ChronoMedIt and Pay-for-Performance

A further domain of application for ChronoMedIt is potentially in performance assessment. One particular management strategy is the notion of ‘pay-for-performance’ – i.e., to provide financial reward for meeting quality audit targets (or, to take a ‘glass half empty’ view, this may be seen as financial penalties for failure to meet targets). This has been done on a massive scale in the UK through the English National Health Service’s Quality and Outcomes Framework (QOF, BMA and NHS Employers 2009).

The QOF was first introduced in April 2004 as part of the General Medical Services contract. It provides a set of clinical indicators across four domains (clinical, organisational, additional services and patient experience) designed around best practice to improve the quality of service provided to patients. Each indicator is allocated a number of points and GP practices are awarded points according to how well they have performed, with associated monetary compensation. The indicators are updated annually.

Most of the widely used quality indicators use the presence of a single point-in-time measurement to determine whether a given indicator is satisfied. For example, an important QOF indicator related to the ongoing management of patients with hypertension, the one with the highest point allocation (57 QOF points) in the ‘clinical’ domain, is ‘BP5’ – “The percentage of patients with hypertension in whom the last blood pressure (measured in the previous nine months) is 150/90 or less.”

It should be unsurprising to the reader to hear that the QOF is controversial. Our first attempts to participate in the debate have been to examine point-in-time QOF measures such as BP5 and look at whether patients satisfying BP5 also satisfy quality measures that assess whole time intervals, such as those based on MPR, and are free from measurement violations, such as repeated persistently high blood pressure over a time interval or long periods of missing blood pressure measurement. Using New Zealand data (which – and this could be seen as an advantage or a disadvantage – is not subject to QOF incentives) we find that there are many cases where the last blood pressure satisfied BP5, but the ‘journey’ was suboptimal. We find long periods without measurement to be more the problem than persistently high measures (perhaps if the patient were measured they would have measured high) (Mabotuwana et al. 2010). At any rate, it supports an argument that a system incentivizing just the last measure, say annually, coming good leaves ample room for suboptimal management when defined in more depth over the entire time period.

More broadly speaking, this illustrates use of ChronoMedIt to inform the debate over what performance indicators to incentivize. Further work in this direction could either be look at how ChronoMedIt could be used by practices to identify care process deficits that anticipate failures to meet pay-for-performance targets, or to fuel debate that the incentive systems themselves should be reformed.
5 ChronoMedIt for Clinical Intervention

Up to this point we have mainly spoke of ChronoMedIt as a tool to measure a whole cohort of patients and hence provide an assessment of a health provider setting (whether it is a single general practice or a whole country). The alternative use of the same underlying query results, however, is for ‘case finding.’ That is, rather than being interested in the percentage of cases in violation of a criterion, to be interested in just who those individuals are so as to follow up and improve the situation. The interactive EDS situation is like this for a cohort of size one – if there is a violation, then the user gets an alert. Our technology could be integrated with health information systems for this use, however, we are focusing instead on a process that might be done, say, quarterly where a list of cases is established and then systematically pursued for improvement. It is worth saying that we believe both cases are valid and useful (and we return to this point at the end of this section).

We have investigated the direct clinical use of ChronoMedIt reporting in New Zealand Health Research Council (HRC) Feasibility Study, called Adherence Innovation in Medication use for Health Improvement (AIM-HI). The AIM-HI intervention has involved the identification of a cohort of patients (approximately 200) who have an overall AHT MPR<80% for a 12-month period. These patient are then being actively followed up by practice nurses for a subsequent 12 months with the aim of improving their AHT adherence and their blood pressure control. As a Feasibility Study the size of the experiment is not designed to establish a statistically significant outcome, but rather to determine that the intervention is practical.

The AIM-HI assessment has included patient and health provider focus groups. Some of the qualitative findings include that patients are mostly happy with a telephone call to remind them when it is time to return to the practice. In our group at least, the option of a cell phone reminder (possibly an automated SMS message) was questionable. One should not be lulled by statistics indicating high levels of cell phone ownership – among our participants, among those around age 60, it was raised that they do own a cell phone, but they don’t necessarily keep it charged. Reactions to home visits or postal reminders were variable. A difficult issue was the timing of follow-up, however, as individuals differed in how much warning they wanted. Calling and expecting that they could come in one just a couple days notice was considered rude and disrespectful of how busy their lives were otherwise; but calling a week or more in advance risked heading off the opportunity for them to remember to make the appointment for themselves.

Staff issues included dissatisfaction with identifying low-MPR patients for special follow-up when some other patients may be sicker. Also, there is the general issue of a hard-pressed health workforce. There is a belief that human follow-up is the best way to get to know individual adherence barriers, negotiate around the barriers and influence the patients to do better. But, of course, this requires time that could be used in other activities.

We are pursuing two distinct agenda to follow on from the AIM-HI Feasibility Study. One is around automated technologies that largely avoid the health workforce issue. A particularly relevant automated intervention has been STOMP (Stop Smoking Over Mobile Phone) which demonstrated significant success in smoking quite rates for Maori and non-Maori participants. This inspires the notion that we may be able to engage patients through a programme of SMS messaging to improve their medication adherence behaviour. Obviously this is limited to the cell phone using segment of the cohort. For others it may be that the cornerstone should be something home based that monitors the actual medication administration events. There is also the possibility of using Web-based education, but with a focus on younger family members to influence the patient, rather than aimed directly (or at least exclusively) at the patient themselves.

We are also looking at further development of health workforce based interventions. We are proposing a trial where medical students doing training placements in general practice help patients identified via ChronoMedIt to work through adherence issues. The immediate outcome (even before MPR or blood pressure improvement) would be to see a greater level of Shared Decision Making (Dy 2007) in doctor-patient consults, indicating that the patients were taking the decision be on medication seriously.

These cases have illustrated use of ChronoMedIt reporting directly in clinical care. Health Informatics has focused on great deal on EDS technology. For instance, the ATHENA system is an excellent example of a comprehensive decision support system for hypertension management (Goldstein et al. 2000). Also, in New Zealand, there is substantial uptake of the PREDICT system which assess risk of cardiovascular disease events and then provides tailored recommendations of how to manage down that risk (Kerr et al. 2008). PREDICT has now had over 100,000 sessions of use with patients in New Zealand. We believe that the use of a case finding approach is complementary to these EDS efforts. With a list of cases, all with a common problem, there is the potential to assign a worker to that particular task. That worker will very often not need to be a physician, and may not even need a great deal of education. Furthermore, the two approaches can link in that one action from systematic follow-up of a case by a non-physician could be to tag that case in the practice management system so that the GP is alerted to the issue next time they see the patient.

6 Enhancing ChronoMedIt

We have been working to enhance the ChronoMedIt software for greater flexibility. Key elements of these efforts involve: the data uptake mechanisms; the internal representation of cases; and the family of audit criteria supported.

With respect to the data uptake mechanism, we had initially focused only on the market-leading New Zealand General Practice management system, Medtech32 by Medtech Global, and also national dispensing data as an auxiliary source. Obviously this is limiting, even within New Zealand, but also of course internationally.
To generalise the data uptake mechanism we have made the ChronoMedIt architecture more modular (see figure 3). There will always be some elements that will need to be specific to a given source EMR, but there are a couple components we believe will be quite general. One is notes ‘scrapping’ for elements such as blood pressure (which, although they can be represented formally as observation data in Medtech32, are often just typed in as text in-line with other notes). The ways that blood pressures and other observations are typed into free-text notes are likely to be similar irrespective of the software used. Thus it is worth abstracting this module from the system-specific data uptake. We have done this through an XML based description of extraction pattern matching rules and an associated component that applies the rules to the appropriate files as part of the PMS-specific data uptake adapter. A similar generality holds for medication signs – these are essentially universal, not system-specific, and hence the interpreter for them forms a valuable resource that can be reused as we tailor data uptake adapters to particular PMS/EMR solutions.

Different systems (and different jurisdictions) will use different terminology sets for diagnoses and, to a lesser extent, medications. These variations are readily managed through our ontology, which allows multiple sets of terminology to be managed under higher-level relatively universal concepts. For example, New Zealand uses Read Clinical Codes for diagnosis coding in general practices, whereas International Classification of Primary Care (ICPC) codes are more common in Australia; while the details will differ, both systems will have term-code pairs that cluster under a high-level concept like Hypertension.

Ideally, we would like a standards based solution such that EMR systems could produce data ready for use by ChronoMedIt without system-specific adaptation. This level of interoperability is probably infeasible in the near term. We see in the Health Level 7 Clinical Document Architecture (CDA) (Dolin et al. 2006), however, the promise least for a framework to allow such interoperability. We aim to define a CDA input format that provides the data required for ChronoMedIt analysis. With such a format specification, in theory an EMR user with a CDA-compliant system could define a reporting format that met our input requirements directly.

With respect to internal representation, we have unified the concepts of observations and laboratory test results in the internal representation. These come in very differently in many source EMRs. In Medtech32 the blood pressures are largely recorded in free-text notes. Laboratory test results come in over a third-party network as Health Level 7 messages and are stored in an inbox for the physician who ordered them. Despite the initial differences in source, we have come to realise that the role of each is equivalent in our query criteria – thus, a cholesterol level measured in an external laboratory or a blood pressure measured at the doctor’s office might equally be a measure that is, for instance, not taken as often as appropriate, or is hovering repeatedly at an unacceptable level.

Further complexity is introduced by derivative and composite measures. Blood pressure itself of course is two numbers, the systolic and diastolic’ cholesterol results are typically presented as four numbers. A quality criterion may refer to ranges on multiple numbers (e.g., a blood pressure under 140/90, requiring both systolic and diastolic to be under their respective targets) or as a function of numbers (as in an HDL:LDL, “good cholesterol” to “bad cholesterol” ratio). We have not reached a comprehensive solution for these cases.

An open-ended challenge is with respect to extending the types of queries managed by the system. MPR was an early extension of ChronoMedIt – it was not directly indicated by the initial eight criteria, but rather emerged from the pharmacoepidemiology literature as we researched the medication adherence problems that were so prevalent as initially indicated by simple lapses in medication supply. We have recently identified another query area that may attract clinical interest with respect to therapy that remains static despite failure to meet target. This still fits the larger criterion object model, but will require an extension to the internal data model because ‘static’ therapy implies a lack of dose intensification. So far we have not been concerned with dose levels beyond their role in determining the duration of medication supply.

7 Conclusion

We have developed a framework for analysis of EMRs to provide quality audit reporting in chronic condition management. Our ChronoMedIt framework provides software for data uptake from EMRs, management of relevant concept ontologies, user specification of quality audit criteria details, query processing per se, and reporting, including case timeline visualisation.

In terms of related work by others, our work most closely resembles the IDAN/KNAVE II framework (Boaz and Shahar 2005; Shahar et al. 2006) for temporal abstraction on clinical data. Our main point of distinction is actually with respect to our lack of generality; that is, ChronoMedIt is not designed to allow users to explore arbitrary temporal relationships in clinical data. Rather, it is focused on management of major classes of temporal query that we have found to be relevant for quality audit of chronic condition management.
We have identified applications of ChronoMedIt in epidemiological research, performance management and clinical intervention. We are working to make the framework more flexible for wider use. We believe we have demonstrated the technical ability to make meaningful measurements of the quality of healthcare processes, and to identify patient cases with care that is suboptimal in well-defined ways. A larger question, however, lies in how best to utilise such capability to enhance healthcare delivery. We are interested in collaboration to apply the framework more broadly, especially where it may link to sustainable health improvement.
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Abstract
With a growing elderly population in many developed countries, technologies for supporting elderly healthcare are becoming more and more important. As technologies such as the Web and consumer level devices evolve, this opens up new opportunities for telehealthcare. In this paper, we discuss how the paradigm known as the Web 2.0 can be leveraged to develop solutions that are more patient-centric and empower the patients, especially the elderly, to manage their own health from home. We critically analyse popular Web 2.0 health applications and propose a framework for overcoming their shortcomings. Furthermore, we describe how consumer level devices such as off-the-shelf computers and motion sensing input devices can be used to make telehealthcare more accessible and affordable. Devices such as iPhones and the Wiimote controllers can enable patients to perform rehabilitation and prevention activities such as exercises at home. We argue that by combining the potentials of Web 2.0 and new consumer devices, a more holistic approach to telehealthcare can be achieved.

Keywords: patient networks, motion input, telehealth

1 Introduction
The web is becoming the ultimate resource for health information. Evidence from Elkin (2008) suggests that health consumers are increasingly depending on the Web to look for health information. The survey also indicates that most people (75% of the respondents) look for information about a specific condition, disease or symptom. Likewise, Fox (2006) found that 80% of adult Internet users in America (about 113 million people) have searched for health information in 2006. Besides this, people are increasingly moving beyond passive searches to interactive forums, blogs, and other social media. This trend is often referred to as Web 2.0.

Web 2.0 is commonly known as "the web as a platform" (O'Reilly 2005, Anderson 2007) and is associated with web applications and services that facilitate interactive information sharing, rich user experience, dynamic content and user-centred design.

Increasingly, more websites are built upon these ideas and are transforming the Web from a simple place to store information to a dynamic place where people regularly gather and interact. Examples of Web 2.0 include social networking sites, blogs, wikis, multimedia sharing sites, hosted services, web applications, mashups and folksonomies. The use of Web 2.0 in healthcare is evolving as more applications and services targeting health professionals and patients are being developed. With that trend, the term Health 2.0 (also referred as Medicine 2.0) is becoming popular.

One of the most significant and current discussions in the healthcare sector is about empowering patients to manage, i.e. maintain or improve, their own health. There has been significant interest of researchers and system designers to develop patient-focused health systems oriented towards this goal. Some examples of Web 2.0 applications include PatientsLikeMe, CureTogether, DailyStrength, Disaboom, SugarStas, and DailyBurn. These applications provide direct patient support, promote disease awareness, and encourage positive and proactive behaviours to stay healthy. According to Sarasohn-Kahn (2008), online peer support is also attractive to older adults and those living with chronic conditions, particularly if it is delivered on technology that is familiar and convenient.

 Likewise, telehealth and telecare solutions are rapidly gaining in popularity because of their promise to use existing health care resources more effectively. They aim to lower costs and enable health consumers to transmit health data to clinicians from home. Onor et al. (2008) indicates that in one of the primary target groups, the elderly, the satisfaction with telecare is significantly higher compared to daycare centers or nursing homes. However, as Dishman (2004) points out, there are fundamental concerns that telehealth systems are mostly focussed on treating disease, rather than preventing it. Many existing telehealth systems, as analysed by Singh et al. (2010a), suffer from high initial costs, cannot be extended by third parties, and require extra costs to add new functionalities. They also do not address the social and psychological needs of the patient.

Recently, Elder Brief (2010) reported on an easy-to-use emotional networking platform developed by Emota, which uses touch screen Internet tablets and picture frames in a cartoon-like format to help seniors maintain closeness and mutual awareness with their loved ones. This product is aimed to tackle isolation, which is a huge issue for elderly people living alone. However,
products like this one still exhibit many of the disadvantages pointed out above.

Web 2.0 health applications and services are rapidly gaining attention from patients and professionals, as they have the potential to extend traditional healthcare delivery models, empower patient self-care and provide social support. The increasing numbers of registered members of healthcare websites indicate that patients are starting to manage their health online: independently, with peers, with online affinity communities and with medical professionals. According to Swan (2009), most patient-focused social health networks offer the basic level of service, emotional support and information sharing, for a variety of medical conditions. Most Web 2.0 health applications and services have an emphasis on communication, information sharing and community. The Web has evolved from supporting health information seeking to support health-motivated social communication, and it is time to offer also health applications that support proactive healthcare, i.e. that actively engage users in healthcare activities.

Instead of expecting health consumers to purchase expensive devices to engage them in their own healthcare, we claim that it is possible to provide affordable healthcare to consumers by leveraging mainstream consumer devices. Such devices include personal computers, webcams, iPhones and Wii controllers. Consumers are more likely to use devices they already have with them or in their home to take care of their health, rather than buying special hardware. Furthermore, we claim that the integration of Web 2.0 healthcare approaches with device-supported approaches for proactive healthcare is a crucial step to make telehealth more accessible and more effective for elderly.

To support these statements, we evaluate existing popular Web 2.0 health applications from a patient perspective and discuss their strengths and weaknesses. Based on the results we propose a novel framework for a ubiquitous patient-centric, web-based telehealth system, which is designed to be unobtrusive and enable patients to improve their own health. We believe that such a system will be an important contribution to patient networks, especially for the elderly, to improve health and to address social isolation. Furthermore, we discuss how consumer devices can be leveraged to enable dynamic interaction and exercise for elderly users.

Section 2 motivates the need of Web 2.0 applications that are specifically designed for the elderly. Section 3 reviews and analyses Web 2.0 health applications, which are grouped into 3 categories: health information interchange, social networking, and health monitoring. Section 4 discusses shortcomings of these applications with regard to telehealth for the elderly. We introduce our own approach for building an elderly-friendly telehealth system in Section 5. We discuss in this section how we can leverage Web 2.0 and consumer devices for developing health applications, rather than building a system from scratch. We conclude the paper in Section 6.

2 Motivation
The demographics of frequent Internet surfers vary from region to region. Usually they are assumed to be young, college-educated, middle class, suburban living individuals. However, this perceived demographic description fails to address a section of the population, the elderly, who have a significant impact on online media and social networking. Elderly are usually classified as the age group that generally covers individuals from 65 years upward.

The impact of elderly on the media is somewhat significant, but often does not get the amount of attention that is justly deserved. In a recent report in Generations Online 2009 by the Pew Internet & American Life Project, Jones (2009) states that the fastest growth in Internet use is being driven by the older age groups, starting at 55. Interestingly, the 70-75 year-old age group has increased its Internet use more than any other group since 2005. While just over one-fourth (26%) of 70-75 year olds were online in 2005, 45% of that age group are currently online. Increasingly, elderly users are searching for health information over the web. According to Jones (2009), researching health information is the third most popular online activity with the most senior age group, after email and online search.

However, current research shows that the elderly are not utilizing existing social networking websites such as Facebook and MySpace, as compared to the younger group of users. Findings of Jones (2009) highlight that instant messaging, social networking, and blogging have gained ground as communications tools, but email remains the most popular online activity, particularly among older internet users. Survey results of Fox (2009) show that only 7% of adults 65 and older have posted profiles on online social networks. Statistics from Inside Facebook, by Smith (2010) clearly show that the 55-65 year-old age group represents the smallest group of Facebook users, only 7% of the total user population. Facebook crosses 60 million monthly American users, but according to Smith (2009), they seem to face challenges in retaining older users as fewer users of age over 55 are returning to the site. Most of the Web 2.0 health applications are created for a general audience, meaning that they not designed with elderly in mind.

3 Health 2.0 Today
There is a variety of Web 2.0 patient-focused health applications and services available to health consumers. Some of them successfully empower, engage, and educate their users. As the large and growing number of registered members illustrates, such systems are gaining popularity. As a result, it is important to look at them and reflect on the services and benefits they provide.

This section analyses some of the most popular web health applications, dividing them into the following groups: applications for health information interchange, which help patients to find health-related information; social networking applications that help patients to communicate with other patients suffering from similar conditions; and health monitoring applications that help users to keep track of their own health.

3.1 Health Information Interchange
One of the characteristics of Web 2.0 applications is the ability to leverage the collective knowledge of its users. Applications for health information interchange do so
with the aim of providing disease-related information, in most cases directly from the people concerned.

These applications are mainly designed to educate patients on various diseases, symptoms and treatments via other patients that have experienced the same health condition. Conditions are often presented with easy-to-understand graphs or charts, which are based on health data aggregated from many patients. Some websites also produce good reports and summaries for patients. They frequently enable patients to connect with other patients, e.g. by posting comments to other patients’ health data.

### 3.1.1 PatientsLikeMe

According to Domingo (2010), PatientsLikeMe is a social networking website with more than 58,000 registered patients as of March 2010. Patients are organised by disease, and share information about treatments and symptoms of various life-alerting diseases, experience with drug side effects, and how to improve their lives. Patients’ health records are made available to other users on the site, which raises privacy concerns.

There are free tools for patients to track their medications, symptoms, and health outcomes. The health information is presented with easy-to-read charts that enable members to search for medical profiles that best match their own. The site empowers patients to compare their health progress, treatments and dosage levels with other patients on the network. The site makes money by selling the data to drug companies.

PatientsLikeMe also allows patients to help other patients to deal with their diseases. Patients, especially those experiencing a life threatening disease, can freely and honestly share their sufferings on the website, and other patients can reply and provide emotional support. Hence the site supports lonely users, by making them feel less isolated. Users can also print a “doctor sheet” that summarizes their health progress. However, the main function of the site is that of information aggregation.

### 3.1.2 CureTogether

According to Domingo (2010), CureTogether is a community based health site whereby patients and researchers come together to share information and help to find cures for some of the most painful, prevalent, and chronic conditions. As of as of March 2010, it has 7,200 registered patients. CureTogether helps people to anonymously track and compare health data, to better understand their bodies, make more informed treatment decisions, and contribute data to research. It started with three conditions (Migraine, Endometriosis and Vulvodynia), and according to Carmichael (2009), it was expanded to support up to 228 diseases as people wrote in to request that their conditions should be added to this ongoing study. It enables patients to connect with other patients that most closely match their health conditions. Registered patients get access to condition reports. The health information is presented with easy-to-understand charts, which are systematically categorised as symptoms, treatments, causes and related conditions.

### 3.2 Social Networking

Whereas the sites described in the last section focus on health information, the ones described in this section have as a focus the social interaction between their users. Social networking applications provide users with emotional support to cope with their health condition. They allow patients, especially elderly and disabled people, to share their pain and socialise with others on the network. Users can mostly communicate via mail, posting comments and chatting. For house-bound patients, the network provides a social life they might otherwise not have.

#### 3.2.1 DailyStrength

DailyStrength is a social network focused on helping people overcome health and life challenges through advice and friendly support. Over 500 support groups organized around specific diseases are hosted on this website. Users can find detailed information on treatments and symptoms, in addition to professional and reliable health advice. Users can also describe their experiences and share the successes or failures they have had with different treatments. Tools to set goals and vote on the effectiveness of treatments are available. On the main page users find a list of popular support groups, the latest activity on the website, the latest topics in the “ask an expert” section, a Facebook section, and a DailyStrength store section. The website organizes its content under the main categories of support groups, expert advice, treatment, and people. Users can find links on the bottom of the webpage that target specific issues.

One of the most popular features on the site is a “virtual hug”. A member’s profile page will keep track of all their friends, messages from other members, their journal entries and all the hugs they receive in their “hug book”. The website also contains a chat bar that allows users to speak to each other in real time and perform other tasks.

#### 3.2.2 Disaboom

Disaboom is a social networking website dedicated to improving the way individuals with disabilities live their lives. As of March 2010, it has about 100,000 members. Disaboom gives handicapped individuals a space to make friends, and discuss day-to-day challenges. Furthermore, it helps to locate trustworthy sources for all types of life issues, ranging from rehabilitation advice and pain management to finding jobs or enriching family relationships. Members are provided with tools to blog, participate in discussion boards, and engage in real-time chat.

Domingo (2010) reports that Disaboom is vital for users who are not able to leave their homes or feel alone in their health struggles. Users, while remaining at home, are able to watch movies with one another, chatting online while watching.

#### 3.3 Health Monitoring

Health monitoring sites help users to keep track of health-related parameters, visualize them, and share that data with others. They empower patients to track any progress towards their health and fitness goals. Most of the applications allow access to and input of health data from anywhere through mobile devices.
3.3.1 SugarStats
SugarStats is a web-based blood-sugar tracker and diabetes management system. Users are provided with a simple interface to track, monitor and access their glucose levels and diabetic statistics to spot dangerous trends and better manage their diabetic health. SugarStats enables users to input and access their data via mobile phone, email and Twitter. Users can track blood sugar glucose levels along with the elements that affect those levels such as medication, food intake and physical activity. They can then share this information with health care professionals, family and friends to get further support and advice.

3.3.2 DailyBurn
DailyBurn is an online application dedicated to helping people reach their fitness goals. According to Wauters (2010), it has about 500,000 members. DailyBurn helps users to lose weight and gain muscle by tracking their workouts and the food they consume. The site offers a database of foods, allowing users to quickly figure out how many calories they have eaten throughout the day. Users can input data about their daily exercise regime (number of miles run, bench-press weight, etc.), so they can track their progress over time using graphs. DailyBurn also offers an iPhone application that allows users to track and update their progress through their phone.

Apart from tracking fitness goals such as pounds lost and changes in resting heart rate, users can participate in DailyBurn’s social network. Group-designed workouts and challenges give them fresh and interesting goals. Users can plan meals, and keep track of successes and problems in a training journal. Users can find a partner to motivate them, track their results.

4 Web 2.0 and the Elderly
The emphasis of Web 2.0 health applications and services has been on communication, information sharing and community, rather than tackling the bigger challenges such as providing medical diagnosis or treating disease over the web. The latter is much more difficult because it usually requires input from certified experts. However, early diagnosis and treatment of health conditions is a crucial element for elderly people’s healthcare.

The applications discussed above are created with a single objective in mind: either to educate patients, to provide social support or to monitor health parameters. None of the popular applications provides all three types of functionalities. However, for a system to be truly effective and have a holistic impact on health, it needs to offer most of the important functionalities such as education, monitoring, diagnosis, rehabilitation and social support. For elderly people, it is often not feasible to work with many different systems, and a single integrated user interface is necessary (Singh et al, 2010a).

Furthermore, the health applications described above are created for people who are comfortable with computers, but they are not suitable for elderly who have special usability requirements. However, elderly are disproportionately more affected with chronic health problems, physical and mental challenges, and loneliness. They could benefit tremendously from the Web 2.0, if it could be made more accessible to them.

The popular websites that encourage a proactive approach to prevent disease, maintain or improve health such as DailyBurn, are not suitable for elderly. General exercises are often too hard for elderly people, and typical health conditions of elderly people require special types of exercises. For instance, patients suffering from Parkinson disease need support for performing hand exercises to improve the mobility of their hands. Active participation such as computer-supported exercise is an important function of elderly healthcare, which is not well supported in today’s information-centric Web 2.0.

5 A Telehealth Framework for the Elderly
Based on the shortcomings indentified in the previous section, we propose a framework for a novel web-based telehealth system, Healthcare4Life, which is illustrated in Figure 1.

![Figure 1: Framework for Healthcare4Life](Singh et al, 2010a)

Healthcare4life is a web-based framework that combines the power of social networking with telehealth systems in empowering patients, especially the elderly, to manage their health independently from home. It addresses the restrictions of traditional telehealth systems, and aims at making telehealth for the elderly more widely available, affordable and extendable. Similar to existing health 2.0 systems, it tries to encourage positive lifestyle change by letting elders manage their own healthcare goals.

Healthcare4Life promotes social networks over clinical networks to motivate users, especially the elderly, to take control of their health and to address social isolation. Similar to the social networking applications discussed above, it serves as a medium of interaction between patients. Patients suffering from the same disease are able to share experiences, and most importantly, do exercise together via a video link or in a virtual environment.
Similar to Facebook, the framework has an open architecture that enables third-party providers to add new content and functionalities (see Figure 2). Applications added into Healthcare4Life fall into the following categories: monitoring, diagnosis, education, rehabilitation and social support. Developers can design applications for these categories in the form of serious games, interactive web pages and expert systems. Unlike existing social networking websites that mainly focus on ‘just for fun’ or advertisement-based applications, it aims at attracting serious developers to build and share health related applications with patients. Developers get useful feedback from potential users through a ranking system, which displays user satisfaction and the popularity of each service.

To keep overheads low, the framework supports the usage of common consumer level HCI devices such as webcam, keyboard, iPhone, and Wii remote controller with the system. To date, we have developed two iPhone games (discussed in section 5.3) that enable users to perform rehabilitation exercises for the elbow and shoulder joints.

The Healthcare4Life framework can be used in developing extendable ubiquitous patient-centric systems. Currently, the framework is being employed to implement a web-based telehealth system. The system is currently at a prototyping stage. A systematic assessment will be conducted to test the system at elderly community centres using interviews, system usage data, and questionnaires. A summative evaluation will be executed, i.e. evaluation will be done after the system has been developed completely.

Since our system targets the elderlies, usability testing is crucial to ensure that the system meets their expectations (Singh et al, 2010b). The evaluation will mainly focus on two aspects of user experience: performance and satisfaction. User performance is about measuring the ability of the user to successfully accomplish a set of planned tasks (Tullis & Albert, 2008). The user performance will be evaluated by measuring how hard it is for elderly to perform typical tasks in the system, e.g. how long they take to access health information. This is done through session recording, which can be integrated into a web-based system such as ours relatively easily (Weber 2008). User satisfaction refers to how the user feels about the interaction with the system (e.g. if it is easy to use, or confusing).

### 5.1 Leveraging the Web 2.0

Weitzel et al. (2009) have illustrated the use of Web 2.0 technology in providing extended care networks for chronic disease management and elderly care. Recently, Weitzel et al. (2010) have presented a Web 2.0 model for patient-centred health informatics applications. The suggested model uses open technologies such as OpenSocial, REST, and Open Authentication. OpenSocial is an emerging standard that defines a component model for browsers, called gadgets, as well as APIs for accessing a person’s profile, activities, and relationships, such as friends. The model has good potential in creating a standards-based platform to create rich, highly interactive, community-oriented websites that can easily embed third-party applications. This model is used for Healthcare4Life, in order to create a platform that has the ability to integrate with other social networking websites (such as Orkut and MySpace) and enables developers to add content and functionalities into the system.

It is important to realize that it is extremely hard to create an entirely new social network that satisfies the needs of the elderly. However, it is possible to leverage existing networks and adapt them so that they become accessible to the elderly. Recently, Ko et al. (2010) reported about the connect services major social-networking sites have launched, e.g. Facebook platform, Google Friend Connect, and MySpaceID. They enable third-party sites to develop social applications and extend their services without having to host or build their own social network. These extensions allow third-party sites to leverage the social-networking site’s features.

Jaffe (2010) describes tools such as Facebook open graph and others, called social plugins for third-party websites, which enable web developers to extend the social experience of visitors on their site. For example, third-party sites can exploit the authentication services provided by Facebook so that users need not create another username and password to access the third-party site. That is, the users can draw on their credentials from Facebook and their established profile.

Two other promising plugins include an Activity Feed, which gives users live updates of their Facebook friends’ activities on that site, and a Live Stream, which acts as a Facebook "wall" embedded on the site and allows for users to comment and post discussion pieces during a live event to the website.

Open Graph, according to Axon (2010), will allow Facebook and participating websites to use social information to customize each visiting experience. For example, if the user has stated a preference on Facebook for a certain kind of music or food, another site can use that information to highlight certain content. Hence, by integrating Facebook’s social features Healthcare4Life will enable elderly to connect with their family, especially grandchildren that have Facebook accounts.

Rather than trying to recreate large amounts of existing functionality, the functions of other Web 2.0 applications can be leveraged as well. Such applications are could be useful for elderly if they were adapted to their user interface and specific content requirements. For example,
DailyBurn offers a public API, allowing third-parties to integrate with this website. Rather than tracking burnt calories, this functionality could also be used to track range-of-motion, or other parameters that are more relevant for elderlies. For real-time communication, the Skype API provides a mechanism for 3rd-party scripts and applications to control Skype UI functions, and implement additional or improved features to complement Skype. The API has two layers: The Communication Layer is a set of methods for external applications to establish a connection to a Skype client and communicate with it. The Command Protocol Layer is a text-based "language" that external applications can use to speak to a Skype client, once communication channel is established by Communication Layer. Although APIs that are not entirely web-based are harder to integrate, there are still possibilities to do so, e.g. with the help of browser plug-ins.

5.2 Leveraging Mainstream Consumer Devices
The recent proliferation of motion sensing devices such as iPhone and Wii Remote makes it possible to leverage such devices for healthcare. They can be used to allow patients to perform guided rehabilitation activities to improve their condition, as part of a telehealth system. These devices contain motion sensors such as accelerometers that can measure positions, velocity and direction vectors. This opens up a whole new dimension of human-computer interaction.

For example, the iPhone is ideally suited for developing innovative health monitoring and support tools due to its mobility. This would benefit busy people who are always on the run as well as home-bound patients, such as many elderlies. Besides accelerometers, many mobile devices also support natural input through touch screens. These components allow us to design user interfaces for people that can be operated using their fingers, or rotating and moving the device.

Recently, we have developed and tested two iPhone games to support patients to perform rehabilitation exercises involving the arm’s joints and muscles. The game fulfills two purposes at once: therapy and monitoring (Sunwoo et al., 2010). The games use the accelerometer, which allows users to control the game by swinging or flicking their device, similar to those on the Wii.

In one of the games, the player is presented with an environment similar to a real blowing game (see Figure 3). The game rules are based on the real bowling game, so that elderly people can enjoy playing a familiar game. The game is simply played by swinging the phone using the shoulder, just like what people would do in a real bowling game, hence exercising the shoulder joint.

![Figure 3: Screenshot of the Bowling game (Sunwoo et al., 2010)](image)

Wii remotes are inexpensive wireless input device. The Wii has a controller which has accelerometers inside and this allows actions to be converted into movement on the screen. Although it is primarily designed as an input device for the Nintendo Wii console, various other systems have used them as an input device. For example, Alankus et al. (2010) demonstrated the use Wii remote to detect arm motions for stroke rehabilitation.

Also standard webcam technology can be leveraged to support patients to perform rehabilitation activities at their homes. A low-cost webcam can be used to capture video data of a user’s movement. Burke et al. (2009) reports the use of webcam games for stroke rehabilitation. The games were designed to promote gross arm movements in order to aid upper limb rehabilitation. The main advantage of using the webcam is that the user is not required to have any experience with computers. This is advantageous for elderly as many of them face anxiety when confronted with technology.

6 Conclusion
We have analysed popular Web 2.0 health systems, classified them according to their main functionality and discussed some of their strengths and weakness. Existing patient-focused health systems are mostly based on information sharing, but provide only limited user interaction. They do not yet enable proactive healthcare for elderly users.

We proposed Healthcare4Life, which has a focus on enabling elderlies to manage their own health, by performing and monitoring rehabilitation activities. In this paper, we discussed how existing Web 2.0 resources and consumer devices can be leveraged to achieve this goal. As it turns out, there are technologies that allow us to integrate many of the functionalities of existing Health 2.0 systems. By adapting them to the special requirements of elderly people, Health 2.0 can be made more accessible to this important target group.
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Abstract
Patient biodevices worn by the infirmed detect vital signs and can help to improve health outcomes and the efficient provision of care. The streaming data generated by these devices can result in extremely large flows which cannot be analysed with existing data mining approaches. This paper surveys stream mining research and advances a new approach for the analysis of real time data generated by patient monitoring devices. The approach is computationally simple to scale up to process streams comprising huge volumes of data.

Keywords: stream data mining, sub-sequence counting, patient monitoring

1 Introduction
The ageing population is one of the major challenges being experienced by Australia’s population. Health expenditure is greatest for the elderly and this leaves a great need for a health and aged care system (Australian Institute of Health and Welfare 2010). Patient biodevices worn by the infirmed or elderly to detect vital signs help improve health outcomes and efficient provision of care. These enable early detection of high risk states and can trigger alerts. These devices function by continuously streaming data to computer programs that analyse a historical sequence of observations and relate the data to characteristics of the patient, recent treatments and conditions diagnosed.

The streaming data generated by these devices result in extremely large flows that are typically too huge to be stored on permanent devices. The data rate of these streams is not constant and the data stream patterns are continuously evolving. Existing data mining approaches are not sufficient to analyse and detect significant patterns or intelligently raise alarms regarding the patient’s condition. A different approach for examining these kinds of data being passed by these patient devices is needed.

Stream data mining is the task of discovering interesting and hidden patterns from a continuous, rapid and often large volume of data. The challenge is to adapt queries and perform mining tasks over rapid data streams. The application of stream data mining in the analysis of data from large number of patients generated by biodevices presents an opportunity to lead to insights into many conditions, accidents and precursors to adverse events.

In this paper, we introduce an approach for analysing streamed data that is computationally simple to scale up to be able to process streams comprising huge volumes of records. This method promises to facilitate some insight to patterns that should trigger alarms. This paper proposes an extension of the AwSum algorithm (Quinn et al 2008). AwSum uses conditional probabilities that demonstrate that the concept of weighted sum provides a simple and intuitive way to understand how feature values influence each other. In the approach advanced here, AwSum is applied to streaming data from patient monitoring devices. Our approach is based on sketching and involves the intuition that the frequency of occurrence of all subsequences that exist in a sequence can be obtained by incrementing the counts of each sub-sequence. A run time construction of the tree is created as the data is streamed in.

This paper is organised as follows. In the next section, we will discuss the different approaches to data summarisation and streaming data. Section 3 briefly surveys on recent mining patient monitoring data. Section 4 discusses the proposed approach for the analysis of real time data. In section 5, variations of the proposed approach are presented. The conclusion and limitations of the approach are discussed in section 6.

2 Approaches to Stream Data Mining
Data streams pose unique space and time constraints on the computation process (Aggarwal and Yu 2007). Unlike conventional data mining, the volume of data arriving in streams is too large to store in databases. Consequently, stream mining approaches must deal with problems associated with limited memory space. A further consequence is that the processing of the mining algorithm must occur in real time which challenges computational processing efficiency. This section reviews data summarisation methods that address the storage challenge and stream mining algorithms that address the computational challenges.

Copyright © 2011, Australian Computer Society, Inc. This paper appeared at the Australasian Workshop on Health Informatics and Knowledge Management (HIKM2011), Perth, Australia. Conferences in Research and Practice in Information Technology (CRPIT), Vol. 120. K. Butler-Henderson and T. Sahama, Eds. Reproduction for academic, not-for profit purposes permitted provided this text is included.
2.1 Data Summarisation

In order to answer the challenges of resource constraints in stream data mining, many data summarisation techniques have been adapted from statistics. In the application of data streams, sampling methods are still considered among the simplest methods for identifying data that can be used for analysis. Sampling is a statistical method which, when applied to data processing, refers to the process of identifying the probability of a data item being processed or not. Sampling methods are effective for multi-dimensional data sets. However, using sampling in the analysis of streaming data poses a problem of unknown data sets.

Variations of sampling methods such as reservoir-based sampling methods by Vitter (1985) and concise sampling advanced by Aggarwal and Yu (2007) addressed this problem. The Reservoir-based method was developed to do a one-pass access of data from magnetic devices and was recently adapted to streaming data. The idea is to pick out a sample (reservoir) from the stream with a pre-decided size and apply stream mining algorithms to estimate results. Since data streams evolve over time, query results may also change over time. The reservoir window was recently adapted to get data from a moving window (Babcock, Datar, Motwani, O’Callaghan 2002). However, this approach is useful for data stream applications where a small amount of recent history is more relevant than the entire data stream. The concise sampling method (Aggarwal and Yu 2007) is another extension of the reservoir window method. This method improves the effectiveness of the reservoir window and is most applicable for one variable sampling in a single dimension.

Even though variations of sampling methods address the problem of unknown data set size, these methods do not address the problem of fluctuating data rates. Relationships between sampling rate, data rate and error bounds need to be investigated (Gaber, Zaslavsky, and Krishnaswamy 2005).

The Wavelet is a hierarchical data decomposition and summarisation technique whose theoretical foundation relies on the fact that data objects can often be represented as piecewise linear functions (Keim and Heczko 2001). Signal processing, data compression and computer graphics are the most common applications of wavelets. Wavelet decomposition has been used with streamed data in large data networks by Bulut and Singh (2003) where a central site summarises while the client sites ask queries. The wavelet decomposition is also used with problems of multiple measures associated with time series. An example of a multiple measure problem is when a patient’s biodevice is used to simultaneously track the patient’s blood pressure, oxygen level, and temperature at a given instance of time. However, the simple wavelet approach of decomposing along different measures and selecting the largest co-efficient for each measure has proven to be inefficient. A proposed approach is to use an extended wavelet representation to simultaneously track multi-measure coefficients of the wavelet representation rather than selecting only one (Degliannakis, Garofalakis and Roussopoulos 2007).

Sketching is another approach to data summarisation. It is an extension of the random projection technique which identifies a subset of the features of a given data stream. It is a probabilistic counting method which uses a randomised function to perform counting on the data stream. This technique is often used in determining representative trends in the time series domain (Indyk, Koudas and Muthukrishnan 2000). Sketching has been applied to problems of identifying most frequent items in the data streams (Charikar, Chen, Farach-Colton 2002) and finding significant differences over data streams (Fong and Strauss 2000). One advantage of sketching is that it has extremely low space requirements. The problem with sketching is that most of the methods are based on the analysis of a single dimensional stream of data points which makes it difficult to apply to most data streaming problems because they are naturally multi-dimensional. Further, sketching is good for determining large aggregate signals but is not useful for counting infrequently occurring items in the data stream (Aggarwal and Yu 2007).

The histogram is also a data summarisation technique. It divides the data along any attribute into a set of ranges and maintains the count for each set (i.e., buckets). One problem with the use of histograms is that the distribution of data points within a bucket is not retained and therefore assumed to be uniform (Ioannidis 2003). This is a key source of inaccuracy when applied to data streams.

2.2 Stream Data Mining Techniques

Over the past few years, several algorithms for extracting knowledge from data streams have been developed. These techniques were already being used in data analysis but were modified to analyse streaming data. It is worth mentioning that many stream data mining techniques use conditional probabilities in their approach to streaming data analysis. This section discusses the most commonly used stream data mining techniques: clustering, frequent pattern, and classification.

Clustering is a common statistical data analysis approach that is used in data mining and machine learning. This approach finds a partition of data points so that similar items are in the same part of the partition while different items are in a different part. Different variations of the $k$-median clustering technique have been proposed in streaming data analysis. Most of the work focused on providing a solution to the $k$-median and $k$-center clustering problems approach in the data stream context. The $k$-center’s objective is to minimize the largest assignment distance while $k$-median’s objective is to minimise the sum of assignment distances. Guha et al (2003) proposed a one pass clustering of data streams algorithm which uses a divide and conquer approach so that clustering can be done in a small space. The problem of increasing approximation and the problem of merging clusters that are far apart are the main limitations of this approach. A variation of the $k$-median algorithm by Charikar, O’Callaghan and Panigrahy (2003) that addresses the limitation of an increasing number of levels used in the divide and conquer approach has been proposed. Exponential histogram (Babcock, Datar, Motwani and O’Callaghan 2003) was used to answer the
limitation of merging clusters that are far apart. Other clustering approaches include micro-clustering advanced by Aggarwal et al (2003), the use of k-motifs to choose the subsequences to produce meaningful results (Keogh, Lins, and Truppel 2003) and lightweight clustering (Gaber, Krishnaswamy, Zaslavsky 2005).

Most of the frequent pattern mining has high memory requirements when the number of distinct items is large and/or the support level desired is quite low. In data streams, some proposed methods to answer this problem find frequent item sets over a sliding window or the entire data stream (Gianella, Han, Pei, Yan, and Yu 2002; Jin and Agrawal 2005). In sliding window approaches analysis is performed on the most recent data stream and summarized versions of the old data items. (Gianella, Han, Pei, Yan, and Yu 2003) uses the sliding window in their proposed frequent pattern approach. A modified frequent pattern tree (FP-stream) is built incrementally to summarise the frequent patterns at multiple time granularities. Jin and Aggrawal (2005) use a single pass algorithm. The proposed algorithm uses a prefix tree using a hash table to provide an efficient use of memory. Another approach to frequent pattern mining uses approximate frequency counts that use historical data to incrementally count frequency pattern (Manku and Mowani 2002).

Classification is a classic data analysis approach which has roots from machine learning. It is used to predict group membership (or classes) for data instances. Classification in the context of data stream mining is made more difficult by the constant changes in the underlying data stream. Classification algorithms typically evaluate their performances on data streams with balanced class distributions. A general framework using classifications in mining concept drifting data streams have been proposed using weighted classifiers (Wang, Fan, Yu, Han 2003). This approach assumes that the “concept drift as a probability of the change in a class given a feature (p(class|feature)). In reality, changes can only be observed as a joint probability and it is difficult to identify whether the changes are caused by the changes in the feature or the joint probability. A proposed improvement to this approach is the classification of data streams with skewed class distribution (Gao, Fan, Han, Yu 2007). This approach assumes that mining data chunks improves data accuracy over time; descriptive model is preferred over generative model for general purpose stream mining; and that estimating probability is more suitable than label predictions. Several decision tree classifiers have been proposed either as a single tree or a collection of such trees. CVFDT (Hulten Spence and Domingos, 2001) is a known algorithm for building a single incremental decision tree. It uses the Hoeffding bounds to decide whether another level of the tree needs to be created. With this type of approach, accuracy is dependent on a large number of samples and it takes time to update the tree. Having small number of samples result in unsatisfactory performance. Using collections of decision trees (Wang, Fan, Yu, and Han 2003, Street and Kim 2001) provide better performance than single classifiers. However, ensemble methods in decisions trees often provides more complex models (Han and Kamber 2006) which makes it difficult to understand the problem at hand.

3 Mining patient monitoring data

Alemdar and Ersoy (2010) survey sensor networks in health care and identify categories of applications including monitoring falls, identifying daily activities, location tracking, medication tracking and medical status monitoring. Hardware challenges include making devices unobtrusive, issues with their energy consumption and reliable transmission of data to servers. Application level challenges include issues related to security and computational efficiency of programs that process the data streaming in. Ramon et al (2010) demonstrate that data mining can enhance the processing of data from intensive care patients though identify significant challenges. One difficulty described above involves applying mining algorithms to enormous datasets. Another difficulty involves learning thresholds from datasets of readings from many patients where many thresholds are unique to each patient. For example, a blood pressure of 160/90mmHg may be alarming for one patient yet normal for another. Lee et al (2010) present an example of the potential data mining can bring to monitoring by integrating environmental data including weather information with patient bio-data to predict an asthma attack. In that study, Bayesian classifiers are used to learn sequences of patterns that are significant indicators or an asthma attack for a patient. In that approach, the mining is performed off line because of the computational complexity inherent in calculating and revising the necessary conditional probabilities as the data arrives at each moment in time. In the next section, we present an approach that aims to calculate the counts of each sub-sequence present in a sequence, in real time. Conditional probabilities can be readily calculated from the sub-sequence counts.

4 Sub-sequence counting

The stream mining approach advanced here does not store any data permanently. Instead, counts of sub-sequences are kept and, once obtained, can be used in any mining algorithm that deploys conditional probabilities including association rules and Bayesian classifiers. The challenge is to arrive at an algorithm that can increment a count of all or a sufficient number of sub-sequences in real time. Our approach involves the intuition that the frequency of occurrence of all sub-sequences that exist in a sequence can be obtained by incrementing the counts of each sub-sequence of length 1, 2, …,d to a user set threshold length, d. Once the sub-sequence counts are obtained they can be converted to conditional probabilities for use in probabilistic classification algorithms. For instance, in the forecasting algorithm described by Bertoli and Stranieri (2004), counts for sub-sequences abbc, bbbc, bc from a stream lead to the conditional probabilities pr(c|abb), pr(c|bb) and pr(c|bb). These are combined to generate forecasts.

Sub-sequence counts are converted to conditional probabilities for the determination of an influence score in the classification and visualisation algorithm advanced by Quinn et al (2008). In this supervised learning algorithm, the pr(class value 1 | feature value 1) and pr(class value 2 |
feature value) are used to calculate a score that represents the influence of a feature value on a class variable. For example, the influence score for the feature gender = female on a cystic fibrosis severity data set used by Quinn et al (2008) indicates this feature plays a small influence toward mild forms of the disease. The influence score of the presence of a yeast infection, candida albicans indicates this has a small influence toward severe cystic fibrosis. However, taking the pair together, female and candida albicans, has a large influence toward severe cystic fibrosis.

That algorithm generated the conditional probabilities of all single feature values, pairs and triples and demonstrated comparable accuracy with other supervised learning approaches. The approach involved a single pass of the data to generate sub-sequence counts but assumed all data was stored in a database. The approach described here involves the generation of sub-sequence counts as the data streams in, one item at a time.

This is done with the run time construction of a tree where the first level of the tree stores the counts for sub-sequences of length 1, the second stores the values of sub-sequences of length 2, of a features values, up to the dth level that stores the longest sub-sequences that we wish to record counts for. The latest data item to arrive from a stream adds a new sub-sequence of each length which is inserted into the tree at each level. The counts of each sub-sequence are ultimately read by traversing the tree.

The algorithm is illustrated here by way of a simple example. Imagine a very short stream of 5 real valued oxygen concentration data from t1 to t5: 96%, 96%, 94%, 88%, 88%. A tree is initialised where the first level in the tree will be used to store the counts of sub-sequences of length 1, the second level will be used to store the counts of sub-sequences of length 2 and so on. The depth of the tree is limited by a user set threshold.

The first item, 96 is inserted into the tree as a new arc representing 96. The node at the end of the arc represents the frequency that 96 has occurred to date. The node is tagged with a * as the node that was most recently updated at that level as illustrated in Figure 1.

The next value to be read in is 96%. In this case, the count for the length 1 sequence, 96, is incremented and a new length 2 sequence; 96, 96 is captured by the addition of a new arc from the node at the end of the 96 arc as illustrated in Figure 2.

The next item, 94 is now read. An arc for 94 does not exist at level 1, or 2 so is created and counts are incremented accordingly as illustrated in Figure 3.

The frequency of all subsequences in the sequence to date is generated from a traversal of the tree to yield the counts illustrated in Table 1.

The number of arcs from the root node equals the number of distinct single characters read in. The number of arcs from level 1 nodes equals the distinct number of pairs and the number of arcs from level 2 nodes equals the number of distinct triples.

The size of the tree depends on the number of unique subsequences. A sequence with no repeating entries (i.e. a
(series) represents the worst case and a sequence with a single reading represents the best case. A worst case sequence of length n, will result in n nodes at level 1, and n-1 nodes at level 2 and n-2 nodes at level 3 and so on.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Length</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>96</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>94</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>88</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>96,96</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>96,94</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>94,88</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>88,88</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>96,94,88</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>94,88,88</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>96,94,88,88</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 1 Subsequence counts

For a worst case tree, each new entry requires the creation of a new single node at each level. Although each creation is plausibly performed in parallel, the number of operations increases with the length of the sequence. The size, $S$, of the worst case tree is:

\[ S = \sum_{i=1}^{d} n_i = \sum_{i=1}^{d} (n - i + 1) \]

where:
- $d$ is the depth of the tree
- $n_i$ is the number of nodes at level $i$.

The best case tree derives from a sequence length n with a single character repeating n times. The best case tree has a single node at each level and has n levels. The average case is empirically determined and can be expected to vary from dataset to dataset. The size of the tree for the average case is associated with the proportion of repeating entries which will vary from dataset to dataset.

5 Variations and enhancements

The number of occurrences of a sub-sequence can in general be expected to diminish with the length of a sub-sequence. In a stream from a patient bio-device, there are as many sub-sequences of length 1 as there are distinct observations. So, for the sample stream above, there are 2 occurrences of 96, and 1 each of 94 and 88. There are fewer sub-sequences of length 2. In a diabetes dataset described by Quinn et al (2008) with 78 features and 1600 records, 94% of the pairs of items possible were actually observed in the dataset and 74% of all combinations of three items possible were observed in the data. This suggests that long sub-sequences do not repeat often in practice unless the data has long cycles. A consequence of this is that the number of unique sub-sequences will not, in general be high so the algorithm presented here will only increment counts on existing sub-sequences rather than enlarge the tree with new arcs. This suggests that the memory requirements of the tree will be manageable even with long streams of data.

6 Conclusion

Monitoring of patients with the use of wireless bio-devices is an emerging trend as populations age and cost effective treatment requires increased home based care. There are many challenges inherent in establishing wireless patient monitoring, including difficulties associated with the processing of data as it arrives in real time. Data mining shows a great deal of promise in this, yet conventional approaches assume more memory and processing resources than is typically available. Approaches that are based on conditional probabilities including association rules and Bayesian classifiers can require less memory and processing resources than other approaches yet calculating and revising the conditional probabilities in real time as data items arrive is difficult. In this paper, endeavours in stream mining are surveyed and a new approach is advanced that enables conditional probabilities to be revised as data items arrive. Future work aims to evaluate the extent to which the approach advanced is computationally efficient in real world contexts.
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Abstract
Distance, terrain, climate and inadequate medical resources seriously constrain health care accessibility for rural and remote Indigenous communities of Western Australia (WA). Management of the Type 2 Diabetes Mellitus (T2DM), a chronic condition affecting Indigenous people much more than non-Indigenous, requires a complex assortment of time-sensitive communications activity and interventions to avert serious complications. Communications barriers arising from pervasive cultural misunderstanding in primary care go far beyond language differences and routine translation techniques. Practitioners and patients lacking the ability to share understanding in the examination and testing discourse need a culturally sensitive purpose-driven informatics system of support for the Patient-Practitioner Interview Encounter (PPIE). The dominant unidirectional clinician-biased forms of communication employed by healthcare professionals are a major barrier. Our developing communications support model utilizes the mapping of ontologies. The Community Healthcare ontology is dedicated to mapping a clinical taxonomy for T2DM national guidelines to Aboriginal English (AE). The eventual user interface will represent Aboriginal patient-culture use of interactive audio visual media in the primary healthcare setting. This research objective establishes respect for the Aboriginal patient’s dialectal and pragmatic preferences, enabling us to couple these preferences with Australia’s Standard English clinical communications practice for treatment and care of Indigenous T2DM patients. A critical capability of the eventual application, especially when phrase ontology guidance enters the interface will be the interception of ambiguities and mitigation of misinterpretation risk. The emphasis is concentrated on bi-directional communications assistance that will not only enhance the Aboriginal patient opportunity to contribute to the PPIE, but will reinforce the value of and reciprocal respect for, sound clinical practice.

Keywords: Indigenous Health, Health Communication, Aboriginal English Ontology, Patient-Practitioner Interview Encounter, Type 2 Diabetes

1 Introduction
The complexities, volume and time consumption factors of primary care patient evaluation processes are presenting healthcare practitioners globally with extraordinary decision-making demands (Barlow, 2009, Fiscella and Epstein, 2008). Access to healthcare information via the Web is ubiquitous for many people in developed countries; and interpretation by non-medically-trained patients can potentially help or hinder patient-practitioner interactions (Seckin, 2010). We suggest that this is further contributing to healthcare inequities affecting patients who are socio-culturally disadvantaged, as advancements in healthcare literacy are increasingly influenced by self-education driven by access to and affordability of, Information Communications Technologies (ICT). In the primary healthcare setting, complexity includes volume, time-sensitive analysis and choice of treatment and care options, heavily influenced by clinician service-time constraints. This presents a strong case for actively seeking cost efficient smart two-way interview support systems, introducing ICT models that will enrich the disadvantaged patient communications capabilities while alleviating the risk of clinician task overload and burn out. In this work we are focused on patient-provider interaction involving Western Australia Aboriginal Type 2 diabetes patients, particularly those who are additionally disadvantaged by the healthcare service delivery constraints of rural and remote areas within this large, demographically unbalanced, logistically challenged state.

2 Background
WA’s remote area Indigenous T2DM patients are disproportionately at risk of developing chronic diseases compared with non-Indigenous people living in or close to urban areas (ENDOCRINE HEALTH NETWORK, 2008). Western Australia has the largest land area (2,532,400 sq km) of any Australian State or Territory. Its coastline of 12,500km amounts to 34% of Australia’s total coastline. Over 72% of Western Australia’s population is located in Perth, where principal health care support facilities, medical treatment and pathology testing services are located.

Diabetes is one of the most serious chronic diseases prevalent in the world today. The World Health Organization (WHO 2009) describes chronic diseases as ‘diseases of long duration and generally slow progression’. Type 2 Diabetes Mellitus (T2DM) comprises 80% to 90% of all diabetes cases (WHO 2009).
commissioned in Australia led to a 2001 report by the International Diabetes Institute suggesting that almost one in four Australians aged 25 years and older had either diabetes or a condition of impaired glucose metabolism (International Diabetes Institute, 2001).


(a) Proportions of people reporting diabetes/high sugar levels with Indigenous to non-Indigenous ratios, Australia, for the year 2004-2005, indicate that 1% of Indigenous people aged between 15-24 have diabetes, versus 0.5% of non-Indigenous population of the same age, a ratio of 2.

(b) In the age group 25-34 the (2004-05) percentages were 4.3% Indigenous, 0.6% non-Indigenous, a ratio of 7.2

(c) In the age group 55 years+ the percentage of the Indigenous population with diabetes (2004-05) was 32.1% compared with 11.2% of the non-Indigenous population, a ratio of 2.8

Diabetes WA reports that in the 2007/08 financial year, 12.37% of all hospitalisations in Western Australia, i.e. 95,775 admissions, involved patients with diabetes, whether as a direct or associated condition (DIABETES WA, 2009).

Rural and remote communities rely upon thinly-spread, mobility-dependent, over-stretched, ill-equipped and sometimes inaccessible, primary care resources; and on a relatively small cohort of Aboriginal Health Workers of Indigenous ethnicity. These adverse factors are compounded by comparably weak communications infrastructure, and sporadic development of telehealth services (M.Cribbs and K.Glaister, 2007, P.Van Ast and A.Larson, 2007)

For urban, rural and remote region T2DM patients, the common initial evaluation locus is the primary care environment. Convenient and timely access to a General Practitioner (GP) and referral to specialist support diminishes with remoteness, with extreme contrast in levels of service and capabilities experienced by remote patients compared with their urban counterparts. Within the innumerable coordinates of T2DM and co-morbidity management for Indigenous patients, primary care communications occupies a key quality status for reliable evaluation of care priorities. There is evidence to show that patient-practitioner interactions are falling short due to a cultural disconnect leading to misunderstandings between clinicians and their Aboriginal patients (Carrillo et al., 1999, Kagawa-Singer and Kassim-Lakha, 2003, Shahid et al., 2009, Lawrence et al., 2009).

We have concluded from this research that for a variety of reasons applicable to both Indigenous and non-Indigenous chronic disease patients, the dominant unidirectional clinician-biased forms of communication employed by healthcare professionals are a major barrier to communications and thereby contribute to lower efficacy in patient evaluation and care outcomes. Modelling for elevation of patient communication capabilities, potentially a bi-directional and constructive patient empowerment augmentation of existing clinical care is an attractive route to counter this.

Specifically in the context of Aboriginal patient communication, there is an intricate montage of socio-cultural nuance that is not widely understood, and therefore not appropriately valued and respected, by a sizeable percentage of WA’s healthcare providers. Language translation and the use of interpreters, while having some worth, are limited in both availability and value. Literal translation in isolation contains risk characteristics that may exacerbate misunderstanding (Trudgen, 2000). The healthcare sector also has its own specialist culture to add further distance to differences in participant ethnicity and socio-economic background. The cultural disconnect(s) can lead to inadequate information exchange, zero information exchange, potential but unqualifiable relevance/irrelevance in the exchange, misinformation, misinterpretation, and misunderstanding during patient-practitioner encounters (Trudgen, 2000). This emphasizes the need to recognize that technology must go beyond technical capability to promote and augment productive PPIE relationships. The communications deficit for Indigenous peoples globally is apparent in disease treatment and care protocols other than T2DM. Reporting on patients’ views about effective communications Shahid et.al highlights treatment disparities affecting Aboriginal cancer patients in Western Australia hospital settings (Shahid et al., 2009). ICT is viewed by other researchers as a means to help overcome these disparities through communications enhancement. Automation prospects include the use of medical dialogue management systems (Beveridge and Fox, 2006); and multi-layered conversational intelligent agent systems (Goh et al., 2007). In the absence of such developments specific to Australian Aboriginal PPIE support, we have embarked upon the design of a system that establishes value of and respect for the Aboriginal patient’s dialectal and pragmatic preferences, thereby enabling us to couple these preferences with Australia’s Standard English clinical communications practice in the treatment and care of Indigenous T2DM patients.

3 Methodology

Our developing model utilizes the mapping of ontologies. A Community Healthcare ontology is dedicated to mapping a clinical taxonomy for T2DM national guidelines (DIABETES AUSTRALIA, 2009) to Aboriginal English (AE) ontology. The knowledge representation outcome will be achieved through formal semantics and syntax applications using the Web Ontology Language (OWL).

AE is a dialectal form of communication that with some individual word variation is used within Australian Aboriginal communities nationwide where Standard Australian English has become the dominant local language of society’s establishment, i.e. schools, clinics, hospitals. Most commonly it represents the uniquely Aboriginal conversational modality that takes place in the family home, and is often cross-referred as ‘home talk’. Harnessing AE in readiness for two-way mapping with Standard English T2DM guideline terminology through
ontology development requires validation by AE speakers from within Aboriginal communities. This process will be conducted and managed by Aboriginal focus groups. The eventual user interface is not discussed here, save to say that it will represent Aboriginal patient-culture-driven access to and use of interactive audio visual media to correlate and merge digitally generated assessment test data with information that reflects the bi-directional PPIE. Systems that induce a mutually cooperative PPIE are likely to favour Aboriginal-friendly environment designed touch screen facilities. There is evidence to show that Aboriginal communities willingly embrace and culturally adapt their usage of touchscreen technology to their ultimate advantage (Auld, 2002).

The AE ontology tree at Figure 1 illustrates the ontology scope as at this writing. This conveys the considerable range of AE communications structure and pragmatics, with some latitude for expansion still remaining. For example, instances of subclass properties under Pragmatics and also under Conversational Modality may include PPIE Phrases, divided into AE Speaker Sent and AE Speaker Received modes.

![Figure 1: Aboriginal English Ontology](image)

**Figure 1: Aboriginal English Ontology**

A critical capability of the eventual application, especially when phrase ontology guidance enters the interface will be the interception of ambiguities and mitigation of misinterpretation risk. The work discussed here dwells on this aspect. In AE the risk of ambiguity and misunderstanding is pervasive. For example research has shown that gratuitous concurrence, or more plainly put, the inclination of many Aboriginal patients to agree automatically with their clinicians without concern for accuracy, is a common practice which can seriously devalue the treatment and care plan outcome of the PPIE. This is a product of weak cross-cultural communications, sometimes arising due to the ‘power distance’ between patient and clinician. As we build the ontologies we are breaking down and analysing the most distinct differences between AE and SE discourse. In this process we are identifying the interplay requirements of the semantic and syntactic layers and ontology filters that will effectively intercept enquiry and response content and propose alternate meanings of questions asked and information offered in both directions during or in support of the PPIE.

Semantics and syntax deliberations may occur within or in consequence of many different facets of ontologies supporting AE-centred PPIE. At Figure 2 is the Linguistics parent class, with the ‘Lexicosemantics’ (Lexicon Semantics) subclass and Synonyms properties; and at Figure 3 is the ‘QuantificationSpecification’ parent class with a number of subclasses and different properties that describe how the Aboriginal world view quantifies and qualifies such things as Temporal which references time and its relationship with events; and Measurement which also expresses distance, dimensions and size in relational terms.

![Figure 2: Aboriginal English linguistics](image)

![Figure 3: Quantifiable specification](image)

These characteristics do not align comfortably or translate easily with Standard English forms of explanation or questions about quantity. In particular chrono-linear descriptions familiar to westernized clinicians have little meaning in a culture for which there is no beginning and no end.

Table 1 is a sampling illustration of the nature of the proposed PPIE arena, explained in Standard English. The table represents preparatory work for pragmatic contextual translation to AE comprising (a) selected data from Diabetes Management in General Practice Guidelines for Type 2 Diabetes 2009/10 (DIABETES AUSTRALIA, 2009); and (b) research-based commentary and guidance on ambiguity, misinterpretation and issues (Lowell, 1998). The latter is found in AE educational
literature (Malcolm et al., 1999) and will be expanded from the work of the Aboriginal focus groups.

<table>
<thead>
<tr>
<th>Sample handling</th>
<th>T2DM Clinical Guidelines</th>
<th>Preparatory advice/commentary for conversion guide with links to AE ontology supported PPIE</th>
</tr>
</thead>
</table>
| Note: General form of patient interaction is standard Australian English conversational and written text, minimal diagram | Aboriginal English (AE) PPIE will use little to no formal/technical words
| | will significantly reduce written text
| | interface will optimize navigation/diagrams, multiple visual media |
| Initial assessment | Use empathetic AE expressions to create trust |
| | Direct and multiple choice questions are inappropriate and commonly ineffectual |
| | Adapt to “sounding” instead of mode |
| | Anticipate traditional concerns |
| | Establish patient preferred quantifying, use AE ontology, PPIE system |
| Plan of continuing care | AE Non-IE: to access desiredambahged obstacles; frame care movement |
| | Reaffirm (accept anxiety, reluctance to travel) |
| | Councelling the person with diabetes includes initial management, nutrition, physical activity |
| | Aboriginal culture or other Aboriginal Health Walker (AHW) presence: contribution important |
| | Use AE PPIE, avoid posing question “Do you understand?” |
| Self-monitoring, Medical monitoring, quarterly & annual reviews. Extreme care with terminology. | Identify/integrate newly recruited personnel and non-adherence to recommended medical reorientations. |
| | AE PPIE case summary advice including side-effects, consequences of non-compliance. |
| Oral hypoglycaemic agents | Acrobate |
| Insulin treatment; insulin delivery; insulin available | Combine with pathology |
| | AE PPIE: includes “diet, ‘fish’, and ‘gift’” |
| Hyperglycaemic abnormalities; Diabetic ketoacidosis; Hyperosmolar non-ketotic coma | Use AE PPIE system to explain |
| | Failure, sharing insights with patients |
| Complicating management | Use AE PPIE system to identify complications |
| | Patient sharing implications with others |
| | Anticipate measurement change phases in AE PPIE, Engineers focus on interpreting results |
| Microvascular disease; Hypertension; Oedema; Renal damage; Eye damage; foot problem; Neurology | Consult with Aboriginal Health Worker for bi-directional accuracy |
| | Anticipate guided consultations |
| Diabetes and reproductive health; Pregnancy, Gestational diabetes | Consult with Aboriginal Health Worker for bi-directional accuracy |
| | Anticipate guided consultations |

Table 1: Sampling of T2DM guideline processes for preparatory mapping to AE ontology

4 Evaluation

The Aboriginal focus group engagements will extend to a series of reviews of the core and stem content of the phraseology emanating from the earlier of the research and focus group findings. This will seek to test and establish reliability of both commonly used everyday speech with cultural grammatical constructs; and circumstance-driven embedding of clinical language AE equivalents. Efficacy of the ontological framework will also be tested refined and enabled through scrutiny by and advice from primary care General Practitioners and clinical health expertise available through ongoing academic supervision. Review findings will be examined for pertinence to the applications and interface concepts, and options will be considered where it proves necessary to orientate the intended outcome through ontology changes. In this event, significant (versus marginal) change will be revisited for evaluation by the sources described above. In the context of interface acceptence, e.g. style and ergonomic factors, examples of touch screen and surface computing models will be displayed for viewing and discussion in the latter focus group sessions.

Our work has accordingly taken us toward development of a system whereby ICT will offer intelligent support for communications regardless of location in what we term the Patient-Practitioner Interview Encounter (PPIE). We recognize that perception of ‘patient empowerment’ may unintentionally suggest a severe shift away from established and reliable T2DM clinical assessment and care management. The emphasis however is concentrated on bi-directional communications assistance that will not only enhance the Aboriginal patient opportunity to contribute to the PPIE, but will reinforce the value of and reciprocal respect for, sound clinical practice. For this we rely upon accredited Australian T2DM guideline sources, notably from the Royal Australian College of General Practitioners and Diabetes Australia. This is further supported by accredited sources of Diabetes Education and Aboriginal Nurse Training, as well as WA state government education specialists in Aboriginal literacy.
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Abstract

Healthcare and medical emergency are essential systems in human life; so that many countries work toward having it. Investigation of Malaysian case shows that it suffer from locality, missing of unified electronic medical record EMR and lack of utilizing Internet, multimedia, wireless and real time technologies. Other drawbacks include: Difficulty in searching and viewing up to date records for patient, doctor, hospital, and drug, since many of such records are still kept in filing cabinet. This leads to difficulty in communication, hard to manage and exchange patient data between various medical units. The fully computerizing and combining of such medical systems will lead to produce a Novel Integrated Healthcare Medical Emergency Model (IHMEM). IHMEM includes three main parts: The web based database, the intelligent agent, and the mobility. This paper focuses on developing an interactive web-based database with unified EMR as well as using SMS facilities, where all hospitals, healthcare and emergency centers can view the patient record simultaneously, exchanging, managing and collaborate on sharing resources between medical units. A prototype for this work is build and sample of implementation results for interactive database and SMS facilities are shown. IHMEM can be easily customized to be suitable for other countries.

Keywords: web-based database; healthcare; medical emergency; intelligent agent; SMS

1. Introduction

Internet plays a significant role in connecting all the participants in the health community. It is used to control remote medical equipments, communication between parties such as patients and doctors, search for needed information, transferring text, graphics, audio and video files as well as supporting collaboration in real-time [1].

In the web-based multimedia environment, the images for medical model can be categorized into different types: magnetic resonance (MR), computerized topography (CT), X-ray, electrocardiograms (ECG) among others as well as medical information in forms of charts, graphs and others. These images could be loaded electronically with digital devices into the patient medical information. Thus, this would prevent the patient’s medical images from damage or lost. Besides, it would be much comfortable for both patient and doctor, where, a patient may go for treatment in other medical center without carrying the medical report. The doctors could also view the patient health related images for further clarification without re-examine the patient [2].

A mobile phone and other mobility devices can be used to link to the model. The wireless application protocol (WAP) is used to standardize the way mobility devices associated for Internet access, including e-mail and the World Wide Web [3].

Survey study for the current Malaysian healthcare, medical and emergency systems are still suffer from locality, paper-based and lack of utilizing Internet, multimedia, wireless and real time technologies. More details on drawbacks are shown in many related publications [4][5][6][7][8].

On other hand; an emergency system reduces the risk of an emergency case to the health and safety of persons and valuables by providing an effective means of communication with relevant authorities, safety guidelines and measures to be taken in an emergency situation [9]. Several of these systems are normally rely on the existing telephone and other communications infrastructure via operators and service personnel; therefore they suffer from several drawbacks [10].

Many hospitals and emergency centers are not efficient enough because the big number of emergency cases, which is not easy to be handled. In an emergency department, most likely a nurse will determine the severity of the wound and check patient’s vital signs such as temperature, blood pressure and heart rate. Additional personal information and medical history have to be obtained. In case patient’s information is stored in another clinic or hospital they have to be obtained. Unless the patient has brought the personal file along, getting the required information will slow down the process. An emergency physician will have to examine the patient. In some cases, the patient needs great attention and sometimes the surgery room or other devices will be needed. All these will have to be arranged in timely manner, which in general is not the case.
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2. Existing Medical Related Applications

Telemedicine can be defined as the use of audio, video, and other telecommunications and electronic information processing technologies to provide health services or assist health care personnel at distant sites [11]. Nowadays the evolution of wireless communication means enables telemedicine systems to operate across the world, increasing telemedicine benefits, applications, and services. The following are sample of projects that have been developed in the field of telemedicine and communication.

2.1 Momeda (Mobile Medical Data): is a demonstrator that can be used from a PDA (Personal Digital Assistant) to access electronic patient record data and provide it to the consulting physician. Diagnostic information such as radiological images as well as text and laboratory data is transmitted to a wireless pocket-size terminal in a user-friendly multimedia format using Web-approach.[12] It allows patients to access customized disease-specific information material that enables them to fully understand in a simple and constructive form what their medical problem is, what the planned procedures are, what lifestyle they should follow during and after their hospitalization, thus becoming more qualified partners in the recovery process.[13]

2.2 The Ambulance project: was developed by the national university of Athens. They develop a portable emergency telemedicine device that supports real time transmission of critical bio-signals as well as still images of the patients using GSM link. [14]

2.3 Emergency-112: is an extension of the ambulance project. It targeted to: reduces treatment times, improve medical diagnosis, and reduce costs by developing an integrated portable medical device for Emergency Telemedicine. The transmission of critical bio-signals (ECG, BP, HR, SpO2, and Temperature) and images to an Emergency call centre enables physicians to direct pre-hospital care more effectively, improving patient outcomes and reducing mortality. Networking links to medical information databases, Hospital Information Systems, and Inter-hospital links are also provided to maximize information available to consulting physicians. The Emergency-112 system has been used successfully since 1998 in three European Countries (Greece, Italy, and Cyprus). Nevertheless, as the above projects mainly use a slow GSM link (9.6kbps), it cannot incorporate video along its transmission nor can it support high resolution imaging [15].

2.4 Multimedia Telemedicine System (MTS): is a client/server architecture that uses TCP/IP over the Internet. Doctor with patient and doctor can communicate each other by exchanging real-time data including audio, video and instant message (IM), and non-real-time data, including vital sign signals, radiological images with DICOM 3.0, file, bio-signal, bio-data etc. [16]

2.5 Project E-vita: is a commercial browser based electronic health record system with a low bandwidth requirement. Patient clinical encounter history with nurses, doctors and other healthcare professionals from multiple agencies can all be recorded in one easy to use browser based patient record. [17].

3. Integrated Healthcare Medical Emergency Model

L.R study and Investigation of the current situation of healthcare and medical related systems in Malaysia have several weaknesses. To overcome it we have to develop an Integrated Healthcare Medical Emergency Model. Based on requirements’ elicitation, analysis and specifications; IHMEM developed with interactive web-based multimedia environment and mobility technology. The model provides an integrated healthcare and medical database, which can provide stakeholders with related medical information. The registered users can log into the system to access or provide medical information based on their accessing privilege. The medical information can be stored in a variety of multimedia forms such as video, audio, pictures and text. For example, in addition to text description of patients’ historical medical information, graphic images such as X-rays or video files of doctors’ discussion about the disease can also be saved in patients’ record.

The model have the capabilities for finding the patient location based and suggest the nearest emergency center, arrange all necessary related patient information to be ready for the physician when the patient arrives, assigning a doctor to the patient based on the availability of the doctors and list all necessary requirements (if any) such as special devices or surgery room. “Fig.1” shows the IHMEM architecture.
The model is an open cross-platform web-based real-time client-server environment with multiple language capabilities. The client system is loaded with multi-form interfaces, database access functionalities, and multimedia information processing and manipulation tools. The system provides mechanisms for exchange of image files, shared discussion lists, textual information exchange, access to images and data exported from local data bases, voice and video transmission.

The scripting language used to build the model is PHP and MYSQL database. MySQL is a true multi-user, multi-threaded SQL database server. PHP is an HTML-embedded scripting language. The goal of PHP is to allow web developers to write dynamically generated pages. By implementing MySQL and PHP together, one can design a functional web-based database quickly [18]. The main components of the IHMEM include:

3.1 Database: this is a fundamental part of the system. It stores all important and detailed information about general users, emergency authorities, doctors, patients, hospitals and emergency centers, places or locations and events within the area of implementation, set of prerecorded SMS and MMS, which are suitable for different emergency and guidance cases. In addition, the database supports real-time multimedia [19] [20].

3.2 Web Interface: the interface is simple, user friendly and requires little input from the user, mostly in the form of choices. It is based on Web 2.0 technology and has multiple language features.

3.3 Web Server: will listen for requests from Web browsers and upon receiving a request for a file sends it back to the browser. It will host the program and control information for the system

3.4 Telephony Server: will act as a Private Branch Exchange using the open source Asterisk PBX [21]. Users are able to call the PBX number and will be prompted with an interactive voice response (IVR).

3.5 The SMS server: will continually listen for incoming SMS, process and pass them to the Agent. The agent will respond accordingly and the SMS server will deliver the response back to the user.

3.6 Streaming Media Server: this is a dedicated Streaming Server for streaming multimedia to the stakeholders. It provides high quality media, effective bandwidth utilization, and supports detailed reporting and multi-stream multimedia for larger numbers of users [22].

For the database part, the IHMEM utilized the 3-tier architecture including browser, web server and MySQL database server as shown in “Fig.2”. The client sides of the model are the system administrator application, medical center (MC) administrator application, doctor and nurse application, or any server client.

The database stores all the medical center information, doctors’ record and patient records. The database records are mapped in the IHMEM system application server.

4. IHMEM Implementation (Interface and Database Design Module)

A prototype for IHMEM is developed and sample of the implementation of the main interface and database architecture are shown in this section. A prototype of the suggested model with some of the above mentioned features have been implemented. They include client application, administrator application, doctor application and mobility access system application.

Client application: is a way for the user to go through the system. “Fig.3” shows the architecture of the client application. Database modification is done through the Data Manager layer. User login is done on the same page, but from different table in the database. The data is retrieve from the database to be send to the interface (back to user). All the data of the users are stored in the database. The communication is done at the Data Manager layer.

Administrator application; Administrator has the authority to modify all the data and the system. Admin page is important to manage data and authentication of the patients and also doctor. The responsibilities of the administrator page functions are facilitate: addition and updating of patients and medical centre with its staff, add/update the working schedules of the staff/doctor.
Staff / doctor application: The responsibilities of the Staff page functions are: Accessed past medical report of the patient; the summary of the patient report which is very important for better treatment is available. The staff could record the disease and the appropriate medicine after the consulting or treat the patient; this will be recorded in patient’s database for future references. Staff could record any new disease information and the suitable treatment plan. All the records are update after patient’s visit

Patient Application: It is responsible for: Viewing personal and contact information, having the information of the patient next treatment or checkup, searching function for the medicine information, doctor and medical centre.

Database is created using MySQL codes. The database will store all the information of patients, staff and medical centre. Patient is relate with staff in terms of staff manages data for patients. For staff and medical centre, the staff relate with medical centre as a worker in that medical center. “Fig. 4” shows the entity relationship for the medical emergency model.

Medical Emergency model can be accessed either through the server in network system or local-host in personal computer. The model is divided into two main parts. The first part is called administration page; only authorize user have permission to access this page by entering username and password. The second part called main page so all users can access it. When user accesses the second part; there are several options for user to choose which one they want the model to do it first. The main page will displayed home, about us, health care centre and search as shown in “Fig.5”.

Searching function can be used by user to find list of: doctors, medicines, diseases, medical centre, and health tips by inserting the criteria needed. The flow of the model is shown in “Fig.5”.

5. Database Implementation Results

In this section we will present sample results for implementing IHMEM model. IHMEM model provides the registration interface for different class of users to register then view different data in database. Administrator will register the staff and their username and password will be given by the admin. The following example is for registration of new patient as shown in “Fig.6”. But, admin can only register new staff and new medical centre and only staff can register new patient.

Registered user can use the graphical user interface to log into the IHMEM by entering username and password; user needs to choose in which group they belong to, staff, patient or admin. “Fig.7” shows the login interface. Each user will be differentiating by the group and during the login after validation step; each user will be directed to the corresponding page based on their group.
After login validation user in group patient will be directed to the patient page. In this page, patient can view their own personal and contact detail information. “Fig.8” shows details for patient personal information.

Staff has the authority to view patient’s detail. In staff page, we can view the patient’s detail as shown in “Fig.9” for a list of patients. If we click on the patient name; the full detail of that patient will be displayed.

Or, for specific patient, staff can do searching by inserting patient’s IC number and click Submit. Then the server will sent the input to the database and search for patient with the given input. Sample searching result is shown in “Fig.10”.

The model offers searching the availability of the emergency unit. With this information, user can know whether the medical centre has emergency unit or not, the number of
available room, bed and ambulance. “Fig.11” shows available medical center and emergency units. The doctors work schedules is very important to identify the availability of doctor. The system has the capability to add/update and delete the work schedule. The administrator is responsible for add/update their own respective doctors’ work schedules. “Fig.12” shows the list of staff with their work schedule.

As seen in “Fig. 13” the module needs to communicate with Google Geocoding service and local hospital database. In our model all the SMS requests are received by the GSM modem. In the telephony server, a daemon continuously running in the background listens for incoming SMS requests. Once a request is received by the GSM modem, it is placed by the daemon to a queue for processing.

Once the nearest healthcare center is found, its name, address and contact information are retrieved and send by SMS to the requester.

### 6. SMS Module

One of the main facilities of the mobility is the using of SMS and MMS. In this paper we will focus on using the SMS facility within IHMEM. SMS module provides three main features: locate nearest healthcare center, healthcare center search and SMS broadcasting. Non-functional requirements related to this module include the following:

- The features of this module must be available only to devices that can send or receive SMS messages
- No authentication is required for:
  - locating nearest health care center requests
  - healthcare center search requests
  - SMS user registration for SMS broadcast feature

SMS module consists of two actors and three use cases. User initiates ‘locate nearest health care center’ and ‘health care center search’ use cases, while staff initiates ‘SMS broadcast’ use case.

#### 6.1 Locate Nearest Healthcare Center by SMS

Locating the nearest health care center by using SMS is an essential feature of the system. This feature comes in handy when a patient is in need of medical attention but is not aware of the nearest health care center. Responsibilities of this module unit include:

- Handling receiving of SMS requests for nearest healthcare center
- Locating nearest healthcare center based on the provided input
- Sending SMS for nearest healthcare center information to requester

As seen in “Fig. 13” the module needs to communicate with Google Geocoding service and local hospital database. In our model all the SMS requests are received by the GSM modem. In the telephony server, a daemon continuously running in the background listens for incoming SMS requests. Once a request is received by the GSM modem, it is placed by the daemon to a queue for processing.

Once the nearest healthcare center is found, its name, address and contact information are retrieved and send by SMS to the requester.

![Figure 12 list of staff with their work schedule](image1)

![Figure 13: Locating nearest healthcare center](image2)

![Figure 14: Activity diagram for Locate nearest healthcare center](image3)
differentiate between different user requests. To search for the nearest health care center the keyword **SNH** is used. The message format to request for the nearest health care center is:

**SNH <current_location_address>**

The SMS module will reply back to the requester with an SMS message containing the nearest health care center relevant information. “Fig.15a” shows SMS message request for the nearest health care center. The SMS module will locate the nearest health care center and return the SMS message shown in “Fig.15b”, which contains the relevant search results.

**6.2 Healthcare Center Search by SMS**

SMS search module allows users to search for health care centers using short message service (SMS) platform. Users send queries to a provided universal short code (which in our model is a mobile phone number) and receive results on their phones. As shown in “Fig.16”, this module requires a single input and provides the output based on the search string.

The following is the list of input and output:

- **Input:** Health care center partial or full name (mandatory)
- **Output:** SMS requester top two search results.
- **Results** include healthcare center name, address and contact information.

Unlike locating nearest health care center module, the search module doesn’t require a communication session with the Google Geocode service. It only queries the local health care center database.

**SMS search module consists of a daemon running constantly in the background listening for incoming SMS search requests. Once the search requests are received by the GSM modem, they are placed into a queue by the daemon for processing. “Fig.17” shows the flow and components of the healthcare / emergency center SMS search.**

In fact the search may return more than one result. Thus, in our model only top two results are sent to the user. However, this can be easily changed by editing the module configuration file. Since the length of the text of an SMS is limited to 160 characters, each result is send as a separate message. Each SMS message contains health care center name, address and contact information. “Fig.18” displays the UML activity diagram for a single SMS request.

**SMS Search Module**

**Search string**

**SMS Search Module**

**Search Results:** Health Care Center name, address & contact information

**Figure 16: Input and output for SMS search module**

**Figure 17: Health care center SMS search**

**Figure 18: Activity diagram for the Health care center search**

**Request SMS format:**

**SH <hospital_name>**

**Figure 19: Hospital search by SMS (a) Request SMS message (b) Received message**

“Fig.19a” shows a hospital search request SMS message. The user is searching for a hospital that contains the keyword *Gleneagles* in the name. After the SMS is received by the SMS module, it will find and SMS back the top two search results. In this case there is only one search result returned that is sent back to the user as shown in “Fig.19b”.
Locating the nearest health care center using SMS is a very useful feature. It offers to the user great flexibility. However, SMS cannot be considered as a real time communication medium. The time that the SMS message reaches the server or the user will depend on the condition of the telephony network. However, telecommunication companies offer a faster SMS service for a certain fee. This will speed up the SMS communication between the user and the system.

6.3 SMS broadcast

SMS is a very efficient way to communicate short important information to the public. It can be efficiently used to send advices, preventions and treatment messages to patients related to different diseases. The following is a list of input and expected output of the SMS notification module:

**Input:**
- message content (mandatory)
- destination mobile numbers (mandatory)
- date and time when the message is to be send (mandatory)

**Expected output:**
- SMS broadcast the specified content to the provided destination numbers at the specified time.

Destination mobile number is one of the input requirements of the module. There are two ways to get the destination mobile numbers. The flow of activities involved in the sending of SMS notification is revealed in “Fig.20”. The module carries out the following activities:

- get SMS content
- get destination mobile numbers
- send SMS to the destination numbers

As seen in “Fig.20” all activities are carried out by the module. The module consists of a daemon continuously running on the background checking if there is any scheduled message to be sent by SMS. If a message is found the module initiates a connection to the database and gets the content of the message. Subsequently, the list of the destination mobile numbers is pulled out from the database and placed in an array. After that the module will connect to the GSM modem and send the message to all the destination mobile numbers.

6.3.1 SMS broadcast

SMS is a very efficient way to communicate short important information to the public. SMS can be efficiently used to send advices, preventions and treatment messages to patients related to different diseases. SMS can be used to send prevention messages, which in return can help the spreading of the disease. “Fig.21a” and “Fig. 21b” show how it works:

- User registers to receive SMS messages by sending an SMS message to the provided short code (in our model the phone number of our GMS modem) with the message: REG SWINEFLU.
- The system will send the user SMS messages containing prevention or other useful information. These SMS messages can be sent by the administrator by simply filling a form and the system will automatically send the SMS message to all registered users.

7. Conclusion

Locality, lack of: mobility and multimedia as well as missing of unified database and electronic medical record are main drawbacks for current medical related systems in Malaysia. We develop an Integrated Healthcare Medical Emergency Model (IHMEM) to overcome such problems.

This paper focuses on developing and implementing a prototype for an interactive web-based database with unified EMR as well as using SMS facilities, where all hospitals, healthcare and emergency centers can view the patient record simultaneously, exchanging, managing and collaborate on sharing resources between medical units. Sample of the results are shown in this paper which reflect some of the capability of this model in offering insertion, deletion, updating and searching for different related data.

The results show the important of this model in serving different stakeholders such as doctor, nurse, patients in their daily activity. IHMEM is a very helpful user friendly tool for patients and other users especially in emergency cases since it offers information about medical centers and available emergency units so the patient can go directly to the suitable and nearest one.
Results of implementing SMS module shows sample SMS facilities in searching and locating for a suitable hospital as well as finding the nearest hospital.

Although this study and model build based on the Malaysia case but it is also suitable to be used for other countries with little adjustment on data and functional description.
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Abstract
This study aims to characterize the challenges in utilizing genetic information in health care and to identify opportunities for genetics knowledge management. Taking a grounded theory approach, we conducted semi-structured interviews with 48 New Zealand genetic services stakeholders. Several themes emerged from the data, including clinicians' lack of knowledge on genetic testing and a lack of support for test result dissemination. Knowledge management tools may have the potential to support key tasks in genetic services delivery, improve knowledge processes, and enhance knowledge networks. Stakeholder comments indicate opportunities for solutions such as decision support systems, electronic referral systems, electronic health record or personal health record systems, data submission and other knowledge processing tools, ontologies, and knowledge networking tools. Implementation of these technologies in clinical genetic services may help unleash the power of genetic information to improve healthcare outcomes and knowledge management performance.

Keywords: knowledge management; human genetics; clinical decision support systems.

1 Introduction
Since the completion of human genome sequencing in 2003, our understanding of the genetic component of human diseases has vastly increased (Engstrom et al., 2005). Human genetic variation knowledge identifies the associations between genetic variations and human conditions. Applying this knowledge, clinical genetic services provide genetic testing and results interpretation (IT Perspectives Inc., 2005). These services may improve patient care because genetic testing can produce valuable information for diagnosis, prognosis, treatment, and avoidance of adverse drug reaction. It is surprising that healthcare has not been transformed by the revolution of (molecular) genetic testing, as predicted by many, including (Bell, 1998, Bhandari et al., 2000, Glasner, 2002, McGuire et al., 2008, Zimmerm, 1999, Personalized Medicine Coalition, 2006).

The management of medical genetic test results is far from systematic or efficient in terms of data storage, access, sharing, and usage. These results are not treated as other medical data in health systems. This is because genetic information has familial and generational implications; it is predictive and the emphasis is not on treatment; its implications are sometimes severe, private and complex, introducing special ethical dilemmas (Kääriäinen et al., 2006). Given these challenges, this study aims to characterize the use of genetic information in health care and to inform how we might improve human genetic variation knowledge management.

Knowledge is a “fluid mix of framed experience, values, contextual information and expert insight that provide(s) a framework for evaluation and incorporating new experiences and information” (Davenport and Prusak, 1997). Accordingly, managing genetics knowledge requires a structured representation of genetic data and a framework in which to evaluate, incorporate, and share new experiences and information from routine genetic testing. It is valuable to support the processing of both explicit and tacit human genetic variation knowledge in order to advance genetics science as well as to apply it in health care. Knowledge management (KM) literature has identified three essential approaches: knowledge stock, knowledge process, and intellectual capital (Nonaka, 1994, Carlsson et al., 1996, Alavi and Leidner, 2001, Schultzze and Leidner, 2002, Sambamurthy et al., 2003, Argote et al., 2003, Stankosky, 2005). Based on these theories, this research project aims to explore the principles and goals for human genetic variation knowledge management.

To realize the full potential of personalized medicine, policies must be implemented to appropriately protect the confidentiality, privacy, and security of genetic testing data with regard to access and use (McGuire et al., 2008). In the US, data models are being created to promote incorporation of genetic information in health record storage (Feero et al., 2008) and transfer (Shabo, 2007). New Zealand studies are needed to answer the critical questions around clinical genetic information management principles and frameworks. In this study, we analyse the range of practices in use of information relating to genetic services, and uncover the perceived gaps and opportunities within the existing information technology (IT) environment.

2 Methods
This study takes a grounded theory approach to provide groundwork for refining KM processes in genetic services. Grounded theory is an inductive methodology to generate theories through the emergence of conceptual categories (Glaser and Strauss, 1967, Rhine, 2008). The research data are collected by (1) reviewing relevant literature, policies, and organizational documents; (2) observing and communicating with participants about their roles, activities, and technology satisfaction; (3)
recording stakeholder comments on current or potential issues and challenges, mostly via face-to-face or telephone interviews; and (4) writing notes during observation, data collection, and data analyses. This multi-dimensional approach validates the accuracy of our findings as it triangulates different data sources by examining evidence from the sources and using it to build a coherent justification for themes (Creswell, 2003).

We collected the main data set of the study through semi-structured interviews with 48 participants. The interview questions encourage participants to talk about issues they feel are critical to genetic information management and KM. We used convenience sampling, snowballing, and theoretical sampling to identify participants that represent key stakeholder groups of the clinical genetic services in New Zealand. Their roles include those of patients and family members (numbering 8), healthcare providers (8), genetic counselling professionals (11), genetic testing laboratory scientists (3), governance (3), health IT professionals (4), researchers (5), directors of health institutions providing genetic services (7), and clinical advisors at indirect health services such as health insurance providers (5). Some participants have more than one role in the system, for instance as both clinician and director.

We conducted the data analysis as interviews proceed until data saturation. We use the classic grounded theory approach for inductive framework production from theoretical sampling, open coding, interpretive analysis, and constant comparison (Glaser and Strauss, 1967). We also apply a systematic multiple coding process that developed upon classic grounded theory, including three steps: (1) generating categories of information (open coding), (2) selecting one of the categories and positioning it within a theoretical model (axial coding), and then (3) explicating a story from the interconnection of these categories (selective coding) (Strauss and Corbin, 1998), see also (Creswell, 2003). Through multiple coding over interview data and constant comparison among all data sources, several data categories and themes, as well as one final theory, emerge based on our understanding of the New Zealand genetic service system processes and of stakeholder perspectives. One of these results indicates promising technologies for improving the performance of human genetic variation KM in clinical settings.

3 KM Challenges
A number of topics surface from the interviews concerning genetic information management and knowledge management. In another paper, we reported the identified challenges and concluded that in order to realise the full potential of human genetic variation knowledge for better healthcare outcomes we need to overcome: the challenges of multiple service models, the inhibitors for genetic data sharing, and the barriers to wider use of genetic testing (Gu et al., 2011). In the current paper, we discuss the two themes that present major barriers for managing human genetic variation knowledge in the clinical setting, i.e., the clinician knowledge of genetic testing and the dissemination of genetic test results.

3.1 Clinicians’ Lack of Knowledge Regarding Genetic Testing
In an earlier paper (Gu et al., 2010), we reported the gaps in clinician knowledge are a barrier for involving them in genetic services delivery. There is little information available to clinicians regarding genetic test’s clinical utility and the service’s referring processes. We collect clinicians’ need for support in test referral decision-making, referral processing, and patient management. Critical information during these tasks includes disease risk probability, the test’s clinical utility, prevalence, penetrance, and cost/benefit, as well as interpretation and limitation of test result. KM literature emphasizes support for knowledge processing, including knowledge storage, application, and reuse (Alavi and Leidner, 2001, Schultze and Leidner, 2002, Sambamurthy et al., 2003, Argote et al., 2003). Accordingly, genetics knowledge processing requires efforts to establish human genetic variation knowledge stocks, such as genetic service protocols and evidence-based clinical guidelines, as well as to facilitate knowledge flows that deliver critical information to clinicians.

3.2 The Lack of Support for Circulating Genetic Information
Our study also highlights a lack of support for distributing genetic test results. A regional genetic service director states that test results are disseminated only when a patient wishes them to be and the patient will benefit from the data sharing. However, there is no health information dissemination system to facilitate this data flow, among healthcare professionals or family members.

In New Zealand, most medical lab results are electronically transferred directly into practice management systems (PMS) of the GPs and specialists who order the tests. The participant comments in our study indicate that genetic test results are not always included in this system. Because of this, the test results are not delivered to the healthcare providers in a timely manner, which delay the data distribution for quality healthcare delivery. A medical testing lab director points out the inability or unwillingness of genetic testing labs to issue reports electronically; and believes that the report should be distributed in the same way as all other lab reports, by electronic (or perhaps paper) transmission to the requesting clinician. On the other hand, it is claimed by genetic testing labs that all results are issued electronically through Delphic reporting system (Sysmex New Zealand Ltd., 2009); yet regional genetic services receive all results on paper. The inconsistency of the data management approach throughout the genetic services delivery system seems to be causing difficulties in data sharing.

In terms of patient’s access to test results, the idea of an electronic patient access portal is proposed by both patients and healthcare providers in our interviews. The active involvement of patients in their own health management is believed to have potential for improving health outcomes and cost-effectiveness of medicine. A related topic is the support patients need when dealing with genetic information, including information support and emotional support. Patient support groups are highly
regarded by a patient who has her breasts preventively removed based on BRCA1 positive result and after hyperplasia was found.

There needs to be support readily available for other women/men who have experienced the same journey... It really lacked that for me. All I wanted was to meet someone my age who lost her breasts and could tell me it would be ok. ... I don’t think there is enough focus on the options available to women. I was handed brochures which were 10 years old, not given any support group options, ... Most women I talk to say they feel alone until they meet other women who are in the same boat. It is easy for someone to explain your options from a piece of paper but there needs to be detailed information available for these women.

As this patient articulates, information support is needed in order to understand genetic testing and test result, to apply genetics knowledge in their health management so as to improve their health outcome. Moreover, patients have great needs for emotional support, particularly from other patients who are dealing with similar positive genetic test results and are facing similar decision-making.

Regarding family communication about genetic test results, we find that the data distribution firstly depends on the patient’s decision whether to spread the word or not. Alternatively, in some Māori families, this decision is made by the elders in the Whānau (extended family). There is no systematic support in place to facilitate this family communication task. One genetic counsellor interviewed reported a case wherein a terminal cancer potentially could have been prevented if the patient had been informed about the risk by their family members. They often did not know that the condition was in the family because they had lost contact with another branch of their family. Our second finding on genetic data dissemination in families is that the task of contacting extended families and telling younger generations is impeded by the inadequate support for information storage and sharing. For instance, patients feel that they are not provided with sufficient educational materials regarding the implications of a test result, including the implications for families and particularly with recommendations for surveillance, management, intervention or cascade testing. This has made the distribution of genetic information a difficult job, especially in extended families, as expressed by a parent of a child patient with cystic fibrosis (CF):

Most people have a difficult time explaining to extended family the importance of them getting genetically tested for CF. Family are either ignorant/naive (i.e. “it's your problem not ours”) or feel that you are just passing blame. ... I keep meaning to ask [managers] at the CF Assn [Cystic Fibrosis Association of New Zealand] if there is some information available that we can give to extended family in order for them to understand the genetic side of CF and how easily they can be tested to avoid another baby in the family being born with cystic fibrosis.

This demand for family communication support regarding genetic test results is confirmed by a study in Australia where letters and booklets were found useful as supporting information (Gaff et al., 2005). In addition to these challenges for individuals’ distribution of genetic test result, our interviews also identify barriers for aggregated knowledge sharing.

3.3 Difficulties in Knowledge Sharing with Global Knowledge-bases

Genetic information and the associated clinical data collected in clinical genetic services are of high quality and of high relevance to the genetics research community (Gokhale et al., 2004). This presents an opportunity as well as challenge for data dissemination support from routine medical genetic testing up into literature and databases. Some of our participants in labs, genetic service offices, and clinics occasionally conduct research projects and contribute to journal publications; but this is difficult because they are very busy. Our participants report that there is no way of rewarding or encouraging genetic data sharing (e.g. encouraging online database submissions). From a testing lab’s point of view, “If it were easy to do it, and particularly if there was some benefit to us, then we might do it. But at the moment it’s neither easy nor much benefit to us.” To create a system to reward data sharing may require international consensus in the research community. And IT support is needed to facilitate data submission. The participating lab scientists agreed that an ideal genetic information management system should respect patient privacy, should support lab report distribution to healthcare providers, and should assist automatic data dissemination into public databases.

We found that lab storage of genetic data often uses legacy packages from traditional medical test reporting systems and generic office information systems. For example, our participating lab scientists often keep a list of mutations and their interpretation in Microsoft Word, Access, or Excel. One problem with these methods is the lack of data structure, which leads to the flat files in individual labs and subsequently in public databases. Software applications that are specialised in genetic data analysis, such as Vector NTI (Invitrogen Corporation, 2008), Alamut (Interactive Biosoftware, 2009), and Geneious (Biomatters Ltd., 2005, Drummond, 2007) may also hold some fragments of genetic test data in the labs. But these tools don’t offer efficient submission support to international databases either.

4 Opportunity for KM Tools

Building upon the above themes that emerged from interviews, this section triangulates our findings with broader health informatics literature. We focus on identifying potential IT solutions that may improve genetics knowledge management, such as decision support systems, electronic referral systems, electronic health record or personal health record systems, data submission and other knowledge processing tools, ontologies, and knowledge networking tools.

4.1 Decision Support Systems (DSS)

This study highlights the need to develop clinician competencies as genetic service providers. Our findings
suggest an opportunity for DSS developers to answer GPs’ requests for risk and prognosis information support, as well as for process support in identifying and managing the patients at risk. A key task in delivering genetic services is the test referral decision-making. DSS may assist the task by providing clinicians with information on clinical utility of the test and probability of disease risk, as well as on prevalence, penetrance, and cost/benefit of the test. Another potential for DSS is to collect the right information for genetic counsellors and genetic testing labs. For instance, the family history validation process often occurs after the first meeting between a patient and a genetic counsellor. This process may start at the point of doctor referral by appropriate prompts from a DSS. In addition, DSS may provide information on the availability of genetic tests in the format of a user manual or “Lab Yellow Pages” (Pagon, 2006).

Applying up-to-date knowledge that links genetic tests to health management, DSS should aim not only to prompt referrals for testing, but also to translate test results into intervention recommendations such as surveillance, treatment, and drug dosage. Therefore, future DSS should incorporate evidence-based clinical guidelines and provide intervention recommendations. To provide recommendations rather than just assessments at the time and location of decision-making is a critical success factor for DSS (Kawamoto et al., 2005). The contribution of DSS algorithms to administrative functions such as prompting clinicians about surveillance schedules should be used in genetic testing in much the same way that they are used in primary care, such as recalling patients for cervical screening every three years. This may profoundly and beneficially change clinical practice by realising the value of medical genetics and pharmacogenetics knowledge. For instance, DSS may facilitate complying with established guidelines, such as warfarin initial dosing (US Food and Drug Administration, 2007b, US Food and Drug Administration, 2007a). The implementation of DSS in supporting this task may elicit a wider uptake of genetic testing technology in health care and deliver better health outcomes. Future DSS should also automatically check knowledge-base updates, inform healthcare providers about new scientific findings, identify patients with the relevant mutations that were previously interpreted as uninformative variants, and suggest further actions such as preventive procedures.

4.2 Electronic Referral Systems (E-Referral)
In addition to including DSS functions as part of an e-Referral, the process of referral itself also requires a systematic approach to better support rapidly growing demand for genetic testing. E-Referrals may support streamlining the test referral, and referral triage, processes, may engender consistent business processes in genetic services, as well as may facilitate the tracking and sharing of test status. The New Zealand Health Information Strategy Advisory Committee (HISAC) envisaged that e-Referrals will include features such as referrals tracking, electronic status reports, acknowledging referral receipts, and generating alerts if service level timeframes are not met (New Zealand Health Information Strategy Advisory Committee, 2009). Better information sharing and communication support would also help bridge the conventional boundaries of primary, secondary and tertiary care, improve provider-user trust and relationships, and ultimately would enhance the knowledge network in the genetic services delivery system.

4.3 Electronic Health Record (EHR) or Personal Health Record (PHR) Systems
The Human Genetics Society of Australasia (HGSA) guidelines suggest genetic data should be kept separately in the genetic services and away from everyday clinical practice on the basis of the nature of the data and the consequences of misuse (Human Genetics Society of Australasia, 2007). Even though this is not a bad idea, it introduces the need for interoperability and for clearly defined rules regarding data sharing. Taking into account also the need to support family communication, we propose adopting shared EHR such as the United Kingdom (UK) HealthSpace SCR (UK National Health Service, 2009) and the United States (US) My HealtheVet (US Department of Veterans Affairs, 2009), or PHR such as Google Health (Google, 2009) and Microsoft HealthVault (Microsoft Corporation, 2010, Quest Diagnostics Inc., 2009) for electronically storing and sharing genetic test results. These systems feature secure storage and transfer of sensitive medical data, particularly with access control to lab results. Especially, PHR has the potential to reduce medical errors, improve disease management, and reduce overall health care costs by empowering patients as active participants in their own health care and facilitating communication between clinicians and patients (Reti et al., 2009, Markle Foundation, 2003). They are aligned with patient-driven health care models (Swan, 2009), which might be applicable for managing genetic test results, given the nature of genetic information as sensitive (personal and medical) and shared (with implications for family members).

4.4 Future KM Targets
Based on participant comments, medical genetics KM requires efforts to facilitate knowledge processes (e.g., to establish knowledge stocks and to support knowledge flows) and to enhance knowledge networks (e.g., to develop core competencies).

4.4.1 Knowledge Processing
To accelerate the knowledge processes of creation, integration, and reuse, one beginning point is to support data dissemination for research purposes. Clinical genetic services have the potential to create, validate and reuse genetics knowledge through collecting genetic and clinical data for genetics research community. The research use of these data may enhance our understanding of the underlying biological mechanisms of human diseases, thus, may lead to better management of the conditions. A key to realizing information sharing, as pointed out by lab scientists, is to make it easy and beneficial to data submitters. For instance, opportunities present themselves to develop systematic support for
database submission to central databases, locus specific databases, or to research projects including individual studies and coordinated projects such as the Human Variome Project (Human Variome Project, 2007). The data dissemination needs have to be appropriately balanced against individual confidentiality concerns. Therefore, de-identification of genetic data is a key to complying with privacy principles.

KM technologies might also support several other processes in the human genetics knowledge cycle, such as where to find knowledge, how to classify, store, maintain, and use it, how to ensure its quality, and how to motivate people to contribute. The codification of this knowledge may depend on standard data presentation in the domain. One key advance towards standardized documentation is the application of gene ontologies.

4.4.2 Gene Ontologies
Because of the complexity of genetic data, standards are essential for human interpretation of genetic test results and for enabling interoperability between information systems. International standards are applied in testing labs, such as mutation nomenclature by Human Genome Organization (Antonarakis and Nomenclature Working Group, 1998, Dunnen and Antonarakis, 2000). However, interpretation of test results is not systematically coded in lab reports. A potentially useful tool for this problem is the well defined gene ontologies from the bio-informatics domain. By applying ontology-controlled terms and concepts, genetic sequence (variant) data would be represented within structure and semantics. Bio-ontologies will serve as: controlled vocabularies for annotation, the describing schema and the content of schema, domain maps, query mechanisms, resolution of semantic heterogeneity, and text analysis (Stevens et al., 2003). The success of the gene ontology (GO) project (Smith et al., 2007) in the bioinformatics research context is yet to be transferred into healthcare settings, especially for annotating the clinical significance of genetic variants. Meanwhile, health level seven (HL7) has organised a Clinical Genomics Special Interest Group, and is developing genotype models and a Family History Model in the interests of interoperability (Shabo, 2007). Further development of clinical genetics terminology using the systematized nomenclature of medicine (SNOMED) (International Health Terminology Standards Development Organisation, 2008) and the logical observation identifiers names and codes (LOINC) (Cimino et al., 2009, Bodenreider, 2008) may also help establish structured genetic test results as transferable health data.

4.4.3 Knowledge Networking
The issues that emerged in our study provide indications of how to enhance the knowledge network among all stakeholders in the genetic services system. First of all, the New Zealand genetic services, as a system, demonstrates ineffective communication and a lack of cooperation among health professionals, which is consistent with a UK report (Eeles et al., 2007). E-Referrals have the potential to facilitate cooperation across sectors, e.g., by sharing test status information, and therefore to enhance the network of relationships among genetic services stakeholders. A second target in knowledge networking is to prepare healthcare professionals, especially primary and secondary providers, for genetic services delivery. As reported in the UK, a continued lack of awareness of cancer genetics is found amongst primary care practitioners (Iredale et al., 2007). Service protocols and guidelines as well as tools such as DSS may assist care givers in disease risk assessment, genetic testing referral decision-making, and patient management.

From the patient perspective, systematic assistance is needed for enhancing their communication with care givers and family members, e.g., through PHR. Patient contact with other patients in similar circumstances may be improved through online patient support groups or other social networking tools. Consumer health informatics technologies may be useful, including patient support groups such as PinkHope (Barter, 2010), and social networking websites such as PatientsLikeMe (PatientsLikeMe, 2010). With enhanced knowledge networks that involve patients and families, better health outcomes can be expected with more informed intervention choices such as preventive and personalised medicine.

4.4.4 Genetic Services KM Framework
As a summary for the KM targets and promising IT tools based on the issues addressed in this study, we propose a KM framework for the clinical genetic services delivery system, as shown in Figure 1.

Figure 1: KM framework for the clinical genetic services system

Knowledge flow from genetics science to clinical practice will be supported by tools such as DSS for clinicians during key tasks in genetic service delivery. Feeding back to the body of the human genetic variation knowledge, data sharing will be facilitated by PHR among family members, by e-Referrals across health sectors for test status updates, by social networking tools such as online patient support groups, and by gene ontologies and submission support towards knowledge-bases with appropriate de-identification approach. Better health outcomes are expected from improved capacity of the genetic services system through technology implementation.

5 Discussion
The goal of this study was to examine the use of information relating to genetic services, identifying gaps, and exploring differences between “usual” health
information management and medical genetic information management so as to provide groundwork for refining KM processes to meet the needs of people using and working in genetic services delivery. Our findings have highlighted challenges surrounding medical genetic data sharing and usage, allowing us to suggest IT opportunities for supporting human genetic variation knowledge management. Promising tools include DSS, e-Referrals, and EHR or PHR. Implementing these health informatics technologies, as well as KM tools (e.g., data submission and other knowledge processing tools, ontology, and knowledge networking tools), would address the knowledge processes in the domain and potentially enhance knowledge networks.

A closely related investigation was the 2003 GP survey in New Zealand regarding their knowledge and practice on genetic testing (White and McLeod, 2003, Morgan et al., 2004). This national survey found that GPs felt that they lacked experience and knowledge of genetic testing, especially on the appropriate terminology and procedures. Our interviews have found little change regarding GP involvement in the genetic services delivery system. It appeared that clinicians, including GPs, need help to identify the utility of genetic tests. A 2009 study in the US highlighted the promotion of the inclusion of genetic information in the EHR (Sethi and Theodos, 2009). Our study concludes that IT might have great potential in the domain, such as DSS, e-Referrals, EHR/PHR, and KM tools. In particular, national implementation of DSS and e-Referrals is part of the current New Zealand national health IT plan (IT Health Board, 2010).

The main limitation of this study is that it is based upon personal perspectives from individual experience which might not represent accurately the entire New Zealand genetic services system. Strategic planning and framework development are needed to enable more widespread participation in the active use of genetic information among healthcare professionals, and to achieve a degree of uniformity and interoperability among nations. Establishment of such strategies and frameworks may require more research into the technical, organisational, and social issues that will open up public debate on the topics.

Future actions on the part of particular stakeholder groups include:

- **Clinicians** should require information and systematic support for the processes of genetic services, including electronic decision support and effective electronic referral systems, as well as clarification of ethical and legal framework.

- **Health IT innovators** should develop and implement quality systematic solutions to support key tasks in genetic service delivery.

- **Policy makers** should lead wide debates on the legal and ethical issues surrounding genetic information in order to develop appropriate frameworks that will facilitate better use of genetic data to improve health care.

Furthermore, patients and their families, of course, have the most at stake. They – as citizens generally, and through specific groups, such as cancer societies – should insist on action on the three fronts above, as well as with respect to information, information management technology and support groups for their own direct use.

6 Conclusion

Taking a grounded theory approach, we explored the domain of human genetic variation knowledge management in the New Zealand clinical genetic services system. Clinicians’ lack of knowledge of genetic testing and the lack of support for test result dissemination present barriers for unleashing the potential of genetics knowledge in health care. To overcome these challenges, we recommended a few KM technologies, including DSS, e-Referrals, EHR/PHR systems, data submission and other knowledge processing tools, ontologies, and knowledge networking tools. These will facilitate genetics knowledge processing by supporting the flow of genetic data such that it is appropriately structured and interpretable to all stakeholders. Moreover, knowledge networks among clinicians, genetic counsellors and lab scientists, as well as with patients and family members, will be enhanced through better communication support and more available information.
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Abstract
Chronic disease management is one of the main areas in healthcare that Health Knowledge Management (HKM) can provide beneficial outcomes. Information Communication Technology (ICT) enabled Chronic disease management network (cdmNet) delivers comprehensive chronic disease management solutions by incorporating all key processes of the Chronic Care Model (CCM) developed by Wagner and his group. Through its roll-outs, cdmNet has accumulated detailed data about the chronic disease management process. This paper presents a new Business Intelligence (BI) module developed to analyse, visualise and extract knowledge from the cdmNet data. The aim of the BI module is to facilitate the short-term and long-term decision making and improve understanding of collaborative care models, policy and economic models underlying chronic disease management. The paper contains preliminary results obtained from applying the BI module to the cdmNet data.
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1 Introduction
Healthcare Knowledge Management (HKM) is defined as the systematic creation, modeling, sharing, operationalization and translation of healthcare knowledge with the emphasis to improve the quality of patient care [Sibte and Abdi, 2008]. The aim of HKM is to provide high quality, well-informed and cost-effective patient care decisions to healthcare stakeholders such as government, healthcare professionals and even patients themselves. Due to the increasing number of patients with chronic disease and the associated medical care costs [Anderson and Wilson, 2006, Anderson and Johnson, 2004], chronic disease management is one among many other areas of healthcare, that HKM can provide beneficial outcomes.

The Chronic Care Model (CCM) developed by Wagner and his group [Wagner et al., 2001a] emphasizes collaboration among care providers and the patient in creating and maintaining a care plan for patients with chronic disease. A recent Australian initiative, chronic disease management network (cdmNet) [Georgeff et al., 2010, Georgeff and Hilton, 2010] is an ICT implementation to put the CCM into practice. cdmNet focuses on the processes which are key to the CCM by changing chronic disease management domain from point-to-point, episodic, referral to a continuous, collaborative, networked model. Through its already rolled-out phases and future roll-outs, cdmNet, for the first time has accumulated detailed data about the process of chronic care management. The knowledge concealed within the raw data have the potential to provide an evidence base for the CCM and could be the key to informed health policy for patients with chronic disease.

Business Intelligence (BI) refers to computer-based techniques to spot, drill down (for detailed information), roll up (for abstract information) and analyse business data [Larson, 2008]. BI technologies are incorporated with functions such as reporting, online analytical processing, analytics and data mining to provide historical, current and predictive views of business operations.

The aim of this paper is to demonstrate the application of BI techniques to systematically create, model, share and translate data generated from chronic disease management process which enables data driven decision making. Application of BI techniques to the cdmNet data is threefold: (1) to interpret prevailing chronic disease management process from stakeholders’ perspectives; (2) to extract interesting patterns hidden within data; and (3) to provide a basis for validating the Chronic Care Model. All these are key for: (1) short-term and long-term decision making; and (2) improving understanding of collaborative-care models, policy, and economic models underlying chronic disease management. The cdmNet-BI module presented in the paper aims to fulfil the aforementioned three criteria, thus providing guidance to improve the quality of chronic disease patient care.

The paper is organised as follows: Section 2 provides background material on chronic disease management and the cdmNet system. The cdmNet Business Intelligence (cdmNet-BI) module is described in Section 3. Section 4 presents the preliminary results obtained by applying this BI module to the cdmNet data. Concluding remarks and future work are discussed in Section 5.
2 Background

The basis of this paper is chronic disease management and the cdmNet system which accumulates chronic disease process related data. Brief introductions to chronic disease management and cdmNet system are provided in Sections 2.2 and 2.1 respectively.

2.1 Chronic Disease Management

Chronic diseases such as type 2 diabetes, asthma, and arthritis generally cannot be cured completely. Hence they persist through patients’ lifetime and require adequate management [2007]. In Australia, the management of a patient with a chronic disease, tends to emphasize on following the best-practice clinical guidelines. Once an individual is identified with a chronic condition that requires ongoing management, a General Practitioner (GP) may tend to create a General Practice Management plan (GPMP) (a care plan in the context of this paper) from their assessment of the patient's underlying conditions and care objectives. Care plans include goals, strategies and specific tasks. These will include services by other care providers (e.g., diabetic education, podiatry service), clinical interventions by the GP (e.g., tests such as lipid tests ordered) and any medication required for managing the chronic condition. Once the GPMP is created, the GP identifies possible healthcare providers who can provide the services listed in GPMP and creates a formal document called a team care arrangement (TCA). TCA includes the details of healthcare providers who provide each service identified in GPMP. GPMPs and TCAs are known as Medicare Benefits Schedule (MBS) items [2009]. Over the course of the GPMP/TCA lifetime the GP reviews the execution of the plan, follows up whether the patient is attending appointments (either directly or through a carer), whether key tests or treatments have been performed, and monitors patient’s condition for changes.

Prior to cdmNet and in the regions in which cdmNet is not yet rolled-out, GPs use chronic disease management care plan templates available in GPs’ desktop application for care plan creation. Template based chronic disease management is not efficient and does not comply with the CCM due to following limitations:

- Templates provide a guideline, requiring some manual personalisation that demands GP's time;
- Lack of care coordination; and
- Either limited or no support for patients in adhering to care plans ensuring appointments are made, visits are attended and medications are renewed.

cdmNet was trialled in the Barwon South Western Region (BSWR) of Victoria and the Eastern Goldfields Region (EGR) of Western Australia. These trials involved 97 GPs, 208 other healthcare providers (including practice nurses), and 733 patients with diabetes. cdmNet is currently being rolled out, covering a population of over 1.2 million, in Melbourne metro region and regional Victoria, Queensland, Tasmania and Western Australia.

2.2 Chronic Disease Management Network (cdmNet)

The aim of cdmNet is to reduce the problems associated with template based chronic disease management by implementing most of the elements of the CCM. cdmNet identifies processes as the key to the CCM and breakdown the CCM processes to stages as follows [Georgeff and Hilton, 2010]:

- Planning: identifies chronic disease sub-population and creates best-practice, personalised care plans;
- Collaboration: identify healthcare providers to be part of the care plan, develop agreements and distribute care plans among the care providers; and
- Monitoring: track compliance with care plan by care team and patient in real-time, monitor key patient health parameters (e.g., blood glucose) and support adherence by sending alerts, reminders and notifications.

Through these processes, cdmNet accumulates data on:

- Patients: demographics (e.g., gender, age, marital status), lifestyle (e.g., drinking status, smoking status), measurements (e.g., blood pressure, body weight), and medications (e.g., name, strength, dose);
- Items on care plans: service, goal, target, care provider, frequency;
- Appointments with providers: With whom, when, service, status;
- Information about MBS items: type, status;
- Use of cdmNet adherence support services: type (e.g., email, sms), recipient, when; and
- cdmNet web page accesses: accessor, when, which page

The aim of cdmNet-BI module is to harvest tacit knowledge concealed within this detailed data about the process of chronic care management for decision support. Several key performance indicators, such as the use of cdmNet for care planning by GPs, have been established to ascertain the performance of cdmNet.

3 cdmNet Business Intelligence Module (cdmNet-BI Module)

The purpose of the cdmNet-BI module is to convert above mentioned transactional data gathered in and/or generated from cdmNet operational processes to knowledge. It consists of three sub-modules: (1)
The cdmNet data generated by day-to-day transactions, as any other business data are stored in databases which adopt database normalization rules. When analysing the data, speed of access is the main criteria to be considered. In addition, depending on the analyses to be performed, it may not require all transactional data. Incorporating these requirements, the pre-processing sub module performs two types of functions:

1. Identifies data required for analysis; and
2. Converts data identified in Item (1) above to gain speed of access to suit analysis purposes.

After identifying the data required for analysis, the pre-processing sub module creates a data mart to contain only the required data and populates it using extract, transform, and load (ETL) process [Larson, 2008]. Data mart is a denormalised (repeated) relational database designed for speed of access [Larson, 2008]. When data are denormalised, analysis and reporting can be performed using only a few table joins thus increasing the speed.

A data mart structure is based on four elements: measures, dimensions, attributes and hierarchies [Larson, 2008]. A measure is a numeric quantity that represents some aspect of the operational system. Number of care plans generated, number of over weight diabetes patients, and number of users who access cdmNet web pages are few examples of measures in this application. The measures are stored in tables called fact tables; for example CareplansFact, PatientWeightFact, and PageAccessesFact.

Dimensions are the perspectives in analysing data. For example, often stakeholders are not interested in the total number of care plans generated by the system. Instead they prefer to slice and dice this total into its constituent parts. For example, commonwealth government may be interested in comparing the performances of each state while a particular state government is interested in comparing different general practice divisions within the state. These contributing components such as state and general practice division are known as dimensions.

Attributes refer to any additional information stored about dimension members. For example, general practice division name is an attribute of the general practice dimension. Usually, a dimension is part of a large structure known as a hierarchy. For example, state and division may have their own hierarchies. In summary, all data mart components are created and populated by the pre-processing sub module.

### 3.2 Dashboard Sub Module

The Dashboard sub module is designed to provide two functionalities:

- to provide solutions to closed questions; and
- to present solutions in line with decision makers’ objectives.

Few examples of chronic disease closed questions are:

1. For each month how many care plans are created in a particular state (say Victoria) by a particular GP (say Dr. John Smith) for a given time period (say from 2010-01-01 to 2010-06-30)?
2. Which state has generated the most number of care plans?
3. How many chronic disease patients are listed within a given GP and what are their demographics?
4. Compare the number of care plans created and reviewed by a given GP with state, division and organisation averages; and
5. Compare care planning performances between and among states, divisions and GPs.

As an end result, the dashboard sub module represents all key performance indicators in respect to stakeholders. Easy access and visualization are the main considerations of this sub module. Fulfilling these requirements, the sub module creates portals for different stakeholders. Portals include tables, reports, analysis views, components (radio, select, check), graphics (bar charts, pie charts), gauges (dial charts, traffic light) and maps. All these user interface components visually illustrate key performance indicators.

### 3.3 Data Mining Sub Module

As any other real world system, chronic disease management process is concerned with open questions, which may have multiple possible solutions with varying degrees of certainty. Few examples of such open questions are:

1. What are the measures that determine health outcomes in chronic disease management? Possible measures can be:
   - changes in patient measurements such as body weight, blood pressure; and/or
   - changes in number of hospitalisations or work force participation;
2. Which variables determine the health outcomes identified in Item (1) above? Is it
• the chronic disease?
• number and type of service in care plan?
• patient’s adherence to the care plan?
• regular reviews and follow-ups by GPs?
• patient’s interaction with cdMNNet web site?

Hence, the aim of the data mining sub module is twofold: (1) to provide possible solutions for open questions; and (2) to extract interesting patterns from data. The outcomes of the latter may in turn provide guidance to the former aim.

Data mining is defined as non-trivial discovery of novel, valid, comprehensible and potentially useful patterns from data [Fayyad et al., 1996]. This sub module aims to use both directed and undirected knowledge discovery techniques [Berry and Linoff, 2004] to provide functionalities such as clustering, classification, prediction, association mining, and text mining [Smith, 2000].

In directed knowledge discovery process, there is a goal which directs the knowledge discovery process. For example, we can select certain variables, such as patients’ demographics (gender, age, weight) and lifestyle (smoking status, drinking status) as inputs and blood glucose level as output. A model can be trained to learn the relationship between inputs and output using a subset of the cdMNNet data. The rest of the data can be used to validate the knowledge discovered. Once the model is trained to a certain confidence level, it can be used to predict blood glucose level of a new patient when demographics and lifestyle are known.

Undirected knowledge discovery techniques are used to investigate the underlying structure of data or for pattern recognition. These techniques neither distinguish between variables and outcomes nor contain a specific goal. All data are considered as parameters and the technique determines relationships that may exist among the parameters. Currently, the data mining sub module uses clustering as the undirected knowledge discovery technique. Clustering algorithms classify data into groups based on the natural structure of data without obtaining additional information about data from a data analyst [Smith, 2000]. Specifically, self-organizing map (SOM) [Kohonen, 1982a,b] is used as a clustering technique as SOM has the ability to group data patterns based upon the natural associations found in data [Smith, 2000]. In addition, SOM provides cluster visualisation by mapping high dimensional input space (all parameters) to low dimensional feature space. Feature space only contains variables that significantly contributed towards cluster separation.

4 Application of the cdMNNet-BI Module to cdMNNet Data

After evaluating a number of BI tools, ETL functionalities of the pre-processing sub module and the dashboard sub module are built using Pentaho BI suite community edition [2008]. Pentaho is a free, open source and Java based BI tool. The cdMNNet system is built using Java technologies. Thus Pentaho makes it convenient to integrate the BI module with the cdMNNet system. Data mart is built using PostgreSQL [1996] database management system as of the cdMNNet system. Currently, for clustering purposes the data mining sub module uses Viscovery SOMine [2010] which is reviewed as a commercial standard tool for the SOM algorithm.

4.1 Results from the Pre-Processing Sub Module

This section describes the dimensions that can be used to represent the measure, number of care plans. We identified 7 dimensions: state, postcode, division, practice, GP, time and item to represent the measure (fact), ‘number of care plans’. These dimensions provide single and combinations of perspectives to the given measure. An architecture called star schema is generally used for the design of a data mart [Kimball et al., 2002]. A star schema that represents this fact table and its dimensions is shown in Figure 2.

![Figure 2: Star schema with dimension and fact tables.](image-url)

A data mart using PostgreSQL was created to reflect the fact and dimension tables and populated with the cdMNNet data.

4.2 Results from the Dashboard Sub Module

This section illustrates several screens developed using the dashboard sub module. An analysis view with drill down (for detailed information) and roll up (for abstract information) capabilities is shown in Figure 3. It is a visual representation of all dimensions and the fact described in Section 3.1. Its navigational capabilities provide stakeholders with the ability to investigate along one or many dimensions depending on their requirements.

A portal developed for the GPs is shown in Figure 4. The table at the top left hand corner shows cumulative monthly revenue and the corresponding line chart is shown at the top right hand corner. The pie chart at the bottom right hand corner shows the percentage of care plan items created by the GP during the current month. The bar chart at the bottom left hand corner compares the GP’s performance against the average of all GPs, average of top GPs (who have created more than a specific number of care plans) and the national average.

4.3 Results from the Data Mining Sub Module

Preliminary results obtained from the data mining sub module to identify the factors that contribute to diabetes chronic condition is described in this section. Hba1c or haemoglobin A1C is a metabolic measure used to diagnose diabetes. Hba1c is a molecule created in red blood cells when glucose sticks to them. A normal non-diabetic Hba1c is 3.5-5.5%. With diabetes, about 6.5% is considered normal. Achieving Hba1c < 7% is considered as a diabetes management goal [Wagner et al., 2001b].
Figure 3: Analysis view with drill down and roll up capabilities.

Figure 4: A screen from the GP portal. The table and the line chart show the cumulative monthly revenue of the GP from care plan items for a given time period. The pie chart shows the percentage of care plan items created by the GP during the current month. The bar chart compares the GP’s performance against the average of all GPs, average of top GPs (who have created more than a specific number of care plans) and the national average.
Chronic diseases such as diabetes can be directly related to patients’ lifestyle and demographics. This experiment investigates the impact of patients’ lifestyle and demographics on HbA1c. It was carried out based on three categories of parameters: (1) demographics; (2) lifestyle; and (3) metabolic measures. The parameters considered for each category include:

1. Demographics: gender, age, marital status;
2. Lifestyle: drinking status, smoking status; and

To determine the impact, for each patient, HbA1c measured over a time period is considered. That is, the experiment includes patients whose HbA1c level is measured more than once. In the original data set, there are 657 patients with HbA1c readings, but only 338 have measured it more than once. The total number of readings for a given patient varies between 2 and 42. Therefore, data corresponding to these 338 patients were used. In addition to the parameters discussed in Section 4.3, this experiment includes a number of parameters which describe statistical measures of HbA1c and trend in consecutive HbA1c measurements as follows:

- Parameters relate to statistical measures of HbA1c: average HbA1c, minimum HbA1c, maximum HbA1c, and standard deviation of HbA1c; and
- Parameters relate to trend in consecutive HbA1c measurements: percentages of increased consecutive readings, decreased consecutive readings, and stable consecutive readings

For each patient, trend in consecutive HbA1c readings is calculated as:

\[
\text{percentage of increased consecutive readings} = \frac{\text{count}(V_{t+1} > V_t)}{N} \times 100
\]

where \(V\) denote HbA1c reading, \(t\) denote time and \(N\) denote total number of HbA1c readings of that particular patient. Similar calculations are carried out for percentage decrease and percentage stable.

The experiments were carried out using clustering as the knowledge discovery technique, self-organizing map as the clustering technique and Viscovery SOMine application as the tool to obtain SOM clusters as mentioned in Sections 3.3 and 4. A few preprocessing steps were carried out to encode non-numeric data before applying the Viscovery SOMine application as follows:

- gender: binary data (0 - male, 1 - female);
- drinking status: binary data (0 - non drinker, 1 - drinker);
- smoking status: 0 - non smoker, 0.5 - ex-smoker, 1 - smoker; and
- marital status: 1 of N for single, defacto, married, widowed, divorced and separated;

Parameters that take continuous values are transformed using Sigmoid or Logarithmic transformations to obtain normal distributions.

- Sigmoid transformation: age, average HbA1c, minimum HbA1c, maximum HbA1c, percentage increase, percentage decrease, percentage stable; and
- Logarithmic transformation: standard deviation of HbA1c

A visual representation of clusters generated by the Viscovery SOMine application is shown in Figure 5. It consists of four clusters: E1, E2, E3 and E4. Table 1 contains the average values of each parameter contributing towards the formation of each cluster. Using the values in Table 1, an analysis of each cluster is carried out in Table 2 to determine the reason for the formation of clusters. Such reasoning has the potential of discovering knowledge.

According to Table 2, clusters E1 and E2 include patients with HbA1c > 7%. Patients in E1 has a tendency to increase HbA1c, while patients in E2 have fluctuating readings. The data highlight that while heavy drinking and previous smoking contribute to high HbA1c, whether HbA1c continues to increase or fluctuate is effected by gender and marital status.

Clusters E3 and E4 have patients with HbA1c < 7% and they continue to have stable readings. The data indicate that both moderate or no alcohol and non smoking determines low HbA1c. Age and marital status are the determining factors for separating the two clusters.

Even though these patterns are not unknown or unforeseen, this technique:

- provides a guideline for stakeholders to identify patients who need more support (education, tests, other health professional visits) to manage their diabetes from patients from patients demographics and lifestyle; and
- identifies hypothesis for further testing, for example married males around 60 years of age who are heavy drinkers and ex-smokers find it hard to control their diabetes.

5 Conclusions and Future Work

This paper presented a Business Intelligence (BI) module developed to analyse, visualise and extract knowledge from the data accrued in the cdmNet system. BI module consists of three sub modules: (1) pre-processing; (2) dashboard; and (3) data mining. The purpose of the pre-processing sub module is to convert the cdmNet data to a form suitable for fast access. The dashboard sub module provides interfaces with drill down, roll up and graphic components. It enables stakeholders to navigate through information to understand the prevailing chronic disease management from individual stakeholder perspectives. The data mining sub module aims to extract patterns from
the cdmNet data which may potentially provide solutions to many open questions underlying chronic disease management.

The paper contains only the preliminary results obtained using the BI module. Our future work include enhancing the data mining module: (1) to include other data mining functionalities such as classification, prediction, association mining, and text mining; (2) to identify measures that determine health-care outcomes in chronic disease management; and (3) to identify correlation among all variables found in the cdmNet data and the potential health outcomes.
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Table 1: Cluster Summary.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>E4</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>0.522</td>
<td>0.236</td>
<td>0.518</td>
<td>0.685</td>
</tr>
<tr>
<td>single</td>
<td>0.94E-019</td>
<td>0.0467</td>
<td>0.112</td>
<td>0</td>
</tr>
<tr>
<td>defacto</td>
<td>0.000429</td>
<td>0.0208</td>
<td>0.00577</td>
<td>7.35E-020</td>
</tr>
<tr>
<td>married</td>
<td>0.0259</td>
<td>0.384</td>
<td>0.324</td>
<td>7.32E-013</td>
</tr>
<tr>
<td>widowed</td>
<td>5.98E-018</td>
<td>5.52E-018</td>
<td>0.00121</td>
<td>0.977</td>
</tr>
<tr>
<td>divorced</td>
<td>0.974</td>
<td>0.000275</td>
<td>1.56E-005</td>
<td>0</td>
</tr>
<tr>
<td>separated</td>
<td>2.17E-019</td>
<td>0.0152</td>
<td>1.02E-019</td>
<td>7.38E-009</td>
</tr>
<tr>
<td>drinking status</td>
<td>0.898</td>
<td>0.816</td>
<td>0.758</td>
<td>0.28</td>
</tr>
<tr>
<td>smoking status</td>
<td>0.425</td>
<td>0.403</td>
<td>0.287</td>
<td>0.129</td>
</tr>
<tr>
<td>age</td>
<td>63.6</td>
<td>61</td>
<td>58.2</td>
<td>79.6</td>
</tr>
<tr>
<td>average HbA1c</td>
<td>7.44</td>
<td>8.17</td>
<td>6.6</td>
<td>6.78</td>
</tr>
<tr>
<td>standard deviation</td>
<td>6.25</td>
<td>7.45</td>
<td>6.14</td>
<td>6.17</td>
</tr>
<tr>
<td>minimum HbA1c</td>
<td>10</td>
<td>9.55</td>
<td>7.19</td>
<td>7.48</td>
</tr>
<tr>
<td>maximum HbA1c</td>
<td>6.58</td>
<td>0.414</td>
<td>0.445</td>
<td></td>
</tr>
<tr>
<td>% increase</td>
<td>1.58</td>
<td>1.58</td>
<td>1.58</td>
<td>1.58</td>
</tr>
<tr>
<td>% decrease</td>
<td>15.7</td>
<td>15.7</td>
<td>15.7</td>
<td>15.7</td>
</tr>
<tr>
<td>% stable</td>
<td>10.8</td>
<td>10.8</td>
<td>10.8</td>
<td>10.8</td>
</tr>
<tr>
<td>cluster quantization error</td>
<td>0.000349</td>
<td>1.3E-005</td>
<td>0.000116</td>
<td>2.39E-005</td>
</tr>
</tbody>
</table>

Table 2: Cluster Analysis.

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Patients’ demographics and lifestyle</th>
<th>Average HbA1c</th>
<th>HbA1c variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>divorced, elderly (average age of 64) males and females who are heavy drinkers and ex-smokers</td>
<td>&gt; 7%</td>
<td>high tendency to increase</td>
</tr>
<tr>
<td>E2</td>
<td>males, considerable number of married and mostly with unknown marital status who are heavy drinkers and ex-smokers with an average age of 61</td>
<td>&gt; 7%</td>
<td>Fluctuates heavily above normal</td>
</tr>
<tr>
<td>E3</td>
<td>elderly (average age of 68) males and females, considerable number of married and mostly with unknown marital status who are moderate drinkers and non-smokers</td>
<td>&lt; 7%</td>
<td>Stable</td>
</tr>
<tr>
<td>E4</td>
<td>very elderly (average age of 80) widowed females who neither drink nor smoke</td>
<td>&lt; 7%</td>
<td>Stable</td>
</tr>
</tbody>
</table>
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Abstract

The transition from a paper-based work environment to a largely paperless environment is still in full swing, in healthcare as well as in other domains. Analysts predict a further decade of efforts is necessary at least. In reality, paperless IT-based workflows offer both advantages and disadvantages over paper-based solutions. This is in contrast to the naïve expectation that a paperless solution should be a strict improvement over paper-based processes. We identify a set of generic requirements that address common drawbacks of IT solutions, and we propose a system model that helps to create IT systems which preserve the advantages of paper-based processing. The main tenet is that the paperless solution should be based on a naturalistic paper metaphor. Our system model supports auditability of IT systems by direct reference to the paper metaphor and ensures that information is faithfully presented to the practitioner. The system model is intended for mission critical applications such as health record management.

1 Introduction

The transition from paper-based systems to largely paperless systems is a process that might still continue for many years. More conservative predictions for the healthcare sector (Ford et al. 2006) have come up with dates around 2024 for a thorough rollout of paperless solutions. The healthcare sector is well positioned in comparison to many other areas, not least because of a strong interest on the part of policy makers. New substantial stimulus packages have been created to achieve that goal, but at the same time they bear witness that we are not there yet.

As with other areas in IT, a plethora of reasons can cause the implementation of a paperless workflow to be riddled with problems. As a consequence, in some cases this means that the workflow becomes worse than with the paper predecessor. Immature or faulty underlying software packages, problems in process management or administration are possible reasons, although the impact of such problems is disputed (Glass 2006). However these are beyond the scope of our work. Our focus is on aspects of the system architecture that can either help or hinder the system to be better than the old style paper office. We want to capture these aspects of architecture not primarily as technical blueprints but by naming important concepts that the architecture must inherently support.

It should be noted that one aspect making the transition harder is the fact that the translation from paper to IT-based work paradigms is not uniquely defined. We propose that careful observation of the needs of important domains can lead to stricter requirements for paperless workplace solutions. The central tenet will be that the system should incorporate aspects of the pre-IT workflows with a naturalistic and well-defined paper metaphor. The physical paper is turned into a virtual successor, initially with as few changes as possible. Ideally, the virtual paper should maintain all advantages of the physical paper, while offering the possibility to get rid of all drawbacks of physical paper. However, it is not always straightforward to decide if a property of paper is an advantage or a drawback. These considerations also help us in identifying aspects where current IT-based systems fall behind paper-based systems.

The paper is structured as follows. In Section 2 we highlight maintainability and auditability risks in current multitier applications that will be addressed throughout the paper. We present alternative system models that contain a naturalistic paper metaphor in Section 3. In Section 4 we present a model in which the naturalistic paper metaphor can be combined with traditional form-based interfaces. In Section 5 we review how this approach relates to other domains of IT use.

2 Advantages and Challenges of Paperless Systems

Our work is related to earlier work on Hippocratic databases (Agrawal et al. 2002), a type of advanced database applicable to privacy-intensive applications including healthcare applications. These systems create the possibility of auditing which data has been accessed at which point in time and in principle by whom. On the one hand Hippocratic databases support enforcement of privacy policies; on the other hand they support audits of compliance. This means that they have to reconstruct faithfully what actually happened. The compliance audit is based on an audit trail that stores database accesses. This enables some detailed analysis using access statistics that are available to the database. If we want to interpret these database accesses, however, we have to make some assumptions on the information system that processes the data before the presentation to the user. In particular we have to know the user’s identity. If a database is used as a backend in a classical multi-tier architecture, the database has no reliable access to the actual user identity. The database access happens through artificial system user accounts that do not correspond to a single natural person. More generally, as soon as an architecture has a classical application server tier, this tier has unrestricted ability to transform.
the data. It is not directly possible to infer from the database accesses what the users have actually seen and entered. In contrast, we present here a framework based on a naturalistic paper metaphor. The audit happens much higher up in the tier architecture, as close to the user interface as possible. The system keeps an audit trail of exactly what has been presented to the user and what the user has entered in which context. Still this can only be achieved under certain assumptions of correctness of the implementation of the framework. If the framework records the input incorrectly, this assumption is broken. This again highlights that the transition to an electronic system remains to some extent precarious. A further assumption must be made that all information rendered by the GUI is actually presented visually to the user and not, for example, occluded by other windows. Occlusion-free user interface technologies can help here (Lutteroth 2006).

Paperless systems allow the storage of information in presentation-independent form. The classical current implementation of this feature is the storage of data from paper-like input forms in databases. This feature will be a central topic of our subsequent discussion, where we will shed a critical light on it. This presentation-independent part of the system requires what is known as the shredding of information. The input forms are taken apart and the user-provided information is stored in a presentation-independent form. The unity of the information that was presented on one input screen is not only broken occasionally, in certain prevailing database design methodologies the data is preferably taken apart. Such shredding is also well known in XML processing (Amer-Yahia et al. 2004). Database normalization also asks for the decomposition of tables, if they are not in normal form (Codd 1971). However, following best practices (Brodie & Schmidt 1982), the data is then presented to higher layers in application specific virtual views. In a plain multitier architecture, there is no inherent guarantee from the system architecture that a value entered under, for example, the label "Age" is also presented under the same label in the system output. However, in our system model, this will be guaranteed. Such guarantees are also helpful in scenarios where more customized user interfaces could be used, for example in tele-health applications that are directed towards the end user (Singh et al. 2010).

This shredding of data, common in systems with relational database backends, immediately reinforces the aforementioned problem of long term data storage, since the shredding can amount to an obfuscation of the context and provenance of the data (Buneman & Tan 2007). Moreover the shredding creates problems for usability and audibility.

3 System Models with a Naturalistic Paper Metaphor

In contrast to system models that are based on a universal middle tier, we want to discuss models that present a naturalistic paper metaphor. As indicated in the introduction, we begin with a system that turns the physical paper into a virtual successor with as few changes in properties as possible. from that we move on to system models that include more and more of the additional features of an electronic system.

3.1 The Single Copy Model

Figure 1 shows a conceptual diagram of a paperless system that is one of the most direct translations of a paper-based system and that we call the singleCopy model. Each paper record is translated one-to-one into an electronic record. The user on the right hand side is taking out a record and putting it back into the old place within the repository.

![Figure 1: In the singleCopy model, each paper record is translated one-to-one into an electronic record.](image)

3.2 Concurrent Read Access

Technically, the singleCopy model can of course be extended easily to include a concurrent read, on top of the exclusive write, since concurrent reads in themselves do not create write conflicts. This bends the naturalistic paper metaphor, and can best be explained with a copy on demand process that we will elaborate below. At this stage, the idea is that concurrent readers would get an explicitly immutable copy of the document. It is noteworthy that this extension immediately raises a well known concurrency issue, namely the question of which version the concurrent readers should see. For many applications it might be best if the concurrent readers always see the most recent version, in the interest of early information dissemination. However in other applications it might be appropriate that only finalized and authorized versions are seen by concurrent readers.
In an electronic form, the text field is more than a reserved preferred space for input; rather it is the only space where information can be entered while keeping the input data visible. This is in contrast to paper forms, where technically every area of the form can be written to. It is appropriate to apply the notion of interface modes that refers to distinct changes in the reactivity of the interface. The notion of interface modes refers to temporal distinctions of interface behavior, such as when num lock is activated on the keyboard. But in an interface with a pointing device, cursor and focus, this temporal distinction is coupled with spatiality, namely with the position of the cursor. In this sense physical paper forms are modeless, i.e. they depend on the discipline of the writer to fill out the form neatly.

In electronic forms the divide between editable fields and non-editable form area is much more fundamental; often these two areas are realized with strongly diverging technologies. In many form technologies, such as classical HTML forms as well as the more recent XForms, the labels of the form fields are indeed not a logical part of the form, but just peripheral text that is accidentally placed next to a form field.

This technological divide may well be in itself a contributing factor to the frequent change of representation between editable forms and the later presentation of the entered data. Data will be entered in electronic forms, but presented in tables that no longer have the visual appearance of text boxes any longer. A possible such representation is shown in Figure 2 c). Just from the standpoint of a naturalistic paper metaphor, Version b) should be preferred over Version c). The change of affordance itself can be sometimes problematic in that it prevents practitioners to do important changes immediately. In principle, if a version control system is available, then one should present the form always in an editable mode, since earlier versions can be recalled. This discussion will be taken up again in Section 5 in particular with respect to wikis.

A natural consequence of this consideration is to base a paperless system on an underlying system that is closely based on the system model proposed in Figures 1 and 4, where the documents, including forms, on one level do not change appearance between different retrievals. With regard to our goal of preserving the advantages of paper and adding all possible support that an IT system can offer, we achieve the following. The representation of the form is still faithful to the way it was entered. However the system can be configured to prevent further editing of data, if this is wanted.

### 3.4 Historic Shift of Fundamental Form Semantics

It should be noted that the shift between the different form paradigms in paper forms and electronic forms also coincides with a shift in the apparent form semantics. One historic origin of paper forms, and a presumed root of the word "form", can be found in early legal documents, where standardized formulaic clauses were used with fill-in gaps for, e.g., the name of the person they apply to. Such a form might be a standardised contract. An example is a promissory note, an earlier and more perilous kind of an IOU. The interesting part here is that the semantics of the form must be completely expressed on the completed form. This means that after filling in the gaps, the completed form turns into a clause in natural language, although perhaps using some legal or other jargon. The effective power of the form, its semantics, is completely explainable from the resulting natural language clause without any recourse to its genesis as a fill-in-the-blanks text.
ties to the IT world. We will now move away from that model in order to capture more of the possibilities of electronic media. However it should be noted upfront that the result of our considerations will be a model that is much closer to this initial model than to some of the more flexible general-purpose IT systems. Many superficially exciting features of IT systems come with a price for serious, critical business processes. The first such property that turns out to be a mixed blessing for reasons already outlined is that paperless systems allow the parallel access to the same data. In Figure 3 we present a modified system model that we call the copyOnDemand model. Here records are obtained by copying information. This system model is a natural consequence of digital information processing, where it is simple to copy data, but it would require a deliberate effort to implement a restricted model such as the singleCopy model. Accordingly, the copyOnDemand model can have the problem of unrestricted proliferation of copies of the data with unclear semantics. In particular, version conflicts can arise if several people access the data at the same time, as shown in Figure 4. Sometimes such conflicts can be solved with automatic merge. Sometimes they require manual merge, however. This is hard enough for experienced software engineers; it would be naive to assume that non-IT professionals can solve such problems, not because of a lack of understanding but because the necessary merge tools have a complex interface that an occasional user is not familiar with.

4 The Form-Oriented System Model

We will now introduce and apply the form-oriented system model (Draheim & Weber 2004), which is a simple yet powerful model for IT systems in the paperless office. This model will allow us to naturally address a number of the aforementioned issues and will ensure that at least the common drawbacks of paperless systems are mitigated. The model is easy to apply to all platforms and we plan to further explore its application to systems based on standardization efforts such as openEHR.

In the form-oriented system model, all possible input and output screens are defined by explicit screen prototypes that show the structure of information presented, as shown in Figure 5. The form-oriented methodology is designed for so-called submit-response style systems, a system class which includes classical Web interfaces, but also most proprietary enterprise application frameworks from individual vendors. The form-oriented system model is therefore suitable for a whole range of systems and can be used to improve the architecture of such systems. The model can, for example, be applied to systems based on Java EE. The model is, however, equally applicable to other technologies such as commercial off-the-shelf enterprise software and can be used to provide better system documentation, for example in the context of a comprehensive quality management.

In the past, a focus of form-oriented system models

3.5 Copy on Demand

We have gained the first system model, the singleCopy model, by a direct translation of paper proper-
was on defining the flow of dialogues, and the necessary state machine defining the dialogue. One such state machine is represented in Figure 5 by the rectangular elbow arrows connecting the screens. The diagram in Figure 5 is called a screen diagram. It is a largely self-explanatory type of diagram that can be refined in this methodology more formal models such as bipartite formcharts. In our discussion here we will leave the flow of dialogue screens aside and focus on the individual dialogue screens and their mutual consistency.

The form-oriented model provides a synthesis of the singleCopy model and the copyOnDemand model in that it adds structure to the version space of Figure 3 yet matches well the natural structure of IT systems. The form-oriented model takes into account that in critical applications, data updates have to be done consciously and carefully. For that purpose the system interaction is modeled with traditional input forms as they are encountered on paper as well as, for example, in web forms. The filling out of the form is viewed as a preliminary activity that has no durable semantics in itself and only serves the purpose of preparing the actual submission of the data. The submission of the data happens through an atomic operation, typically hitting a button, which should only happen after carefully reviewing the data.

This model delivers a two-stage interaction paradigm, the preliminary preparation of the data and the atomic, heavyweight submission of the data. This matches a traditional paper-based work pattern, where people prepare and submit forms. In an IT system context it is, however, natural that after the submission the system continues in a specific state. The dialogue with the system is a continuous alternation of screens offered by the system and user interactions with the screen. Therefore the submission process in our model is called a page change, and after submission the user finds the next set of choices. For simplicity’s sake, browsing actions of the user are modeled in the same paradigm as menu preparation. Hence in the form-based model, filling in a search screen is modeled as the same type of form as the submission of a professional assessment.

All these forms will be handled and archived in the same way. The form-oriented system model enables a system architecture, where all the important information is archived in the shape in which it was exchanged between user and system. This gives maximum flexibility for dealing with the system in a uniform way, yet still offers a very easy way to ignore unimportant data, such as all search forms, should they be irrelevant for the task at hand. The storage of all input forms in an audit trail still allows the on-demand blackening of sensitive data, thus enabling limited disclosure (LeFevre et al. 2004).

4.1 Usability Problems of Shredded Data and Solutions

In our research we are interested in crosscutting aspects of usability in IT systems (Weber 2008). One focus is on usability problems that create what is known as a gulf of evaluation (Norman & Draper 1986). A typical functional requirement of an e-health system would be, for example, that lab data for a client is captured and stored. This however does not guarantee availability of the data. A sensible requirement would be that all lab data that is created at a single point in time can also be viewed as a unit in the future. We call this a faithfully reporting system. This would be a direct consequence of the paper metaphor: the lab report is preferably always presented in the same, complete version. This avoids a possible gulf of evaluation, namely that the practitioner sees one lab value, but cannot necessarily see other lab data or even ascertain which tests were done at the same time. This example is a more complicated requirement than the aforementioned requirement that one lab value should be always presented with the same label. We will now discuss how far this requirement is addressed in a plain multi-tier architecture, and whether it is addressed in the form-oriented architecture.

Plain multi-tier systems store data in a database backend that can be used by a variety of applications. These applications in turn present themselves to the user through input and output screens which can be designed completely independently (Brodie & Schmidt 1982). With the flexibility comes a risk. In the fundamental system model of multi-tier applications there is no guarantee that data that was entered at the same time is also presented in the output at the same time. This is a direct consequence of shredding, as defined above. Hence in the plain multi-tier architecture a system design can easily be created where the gulf of evaluation arises. Since the presentation of the data is completely configurable, selected data can be presented, which might seem sensible to the developer, but leads to problems for the practitioner who uses the system. Avoiding the aforementioned gulf of evaluation requires an effort, namely active and adequate checking by the developers that the right information is provided at every place. Hence in plain multi-tier architectures it is harder to create a faithfully reporting model which will follow the terminology used before.

In the form-oriented system model, as opposed to the multi-tier model, faithful representation of the data as it was entered is always available. This is shown in Figure 6, where on the left side an input screen for client data is shown. The figure shows an example of a form-oriented model of the screens in a
very minimal system. This model, however, already captures one feature of a realistic system, namely corresponding input and output. In this model the output screen is shown on the right-hand side. As we see, we can define this output screen in the form oriented methodology by reusing the input screen one-to-one in the output. If, as shown in this example, only a single input screen is quoted, we would not need this representation, but could use the representation used in Figure 2 b), but this example serves as a demonstration for the more complex reuse examples that will be discussed in due course. The submit button of the input screen is disabled, but the content is represented faithfully. This model has a rigorous formal underpinning in the semantic model of form-oriented analysis (Draheim & Weber 2004) but it is also intuitively understandable. The arrows denoting reuse are always shown as straight arrows that are neither horizontal nor vertical, to distinguish them from the rectangular elbow arrows indicating state transitions.

This system model addresses the problem of shredding. It is now simpler to create a faithfully reporting model than a different, shredded model, using the terminology from before. Further questions arise now with respect to the long-term consistency of the model over time, and we will address them in the following by proposing suitable modeling solutions. In that way the reuse concept that we have applied in Figure 6 can be extended to a system design methodology that allows flexible creation of rich and interesting user interfaces, yet mitigates the problem of shredding. Shredding will not be completely prevented, since this would mean that the modeling method would cease to be universal. We deem it sufficient that a shredded model would be more complex than a non-shredded model in a metric that counts modeling elements.

4.2 Reuse of Screens in rich User interfaces

The reuse of input screens in output screens is the most basic and most fundamental example of a system that relies on the faithful representation of data. The form-oriented models are suitable as models to be developed in a standard graphical editor. Assuming that Figure 6 was created in a standard graphical editor, the question arises as to what keeps the model consistent if the definitions of the input forms are changed. We therefore use a different graphical representation in form-oriented models that makes the reuse explicit by avoiding the duplication of model elements. This is shown in Figure 7. The part of the input screen that is reused is called a snippet. The snippet is not repeated at the place where it is applied, but a placeholder is entered that is connected with the original snippet. The figure also shows that the definition of snippets can be nested. The semantics of this notation is that changes to the original snippet apply immediately and consistently to all other applications of the snippet. In this way we have an automatic, long-term guarantee of a faithfully reporting system.

From the perspective of a naturalistic paper metaphor the snippet character should be visibly retained so that the end user can see that the snippet is part of a possibly wider input form. A more comprehensive solution could be found by applying the technology of transclusion in a document-oriented approach that we explored earlier (Lee et al. 2010). The notation in Figure 7 uses a special notation for selections. In order to change or delete a record the user of the system as shown in Figure 5 could click a button next to the person. In principle this can be supported also with our new approach. We choose here to use a slightly different but interesting approach. Every patient record has a small handle indicated with a

hexagonal shape. This small handle is a symbolic representation of the id of this record. In the system represented in Figure 7 the user can drag and drop this handle into a form field of the same shape, akin to a simple jigsaw puzzle. The two forms for change and delete have such a matching form field each. The small handles that enable drag-and-drop we call opaque references in form-oriented analysis (Draheim & Weber 2004, Draheim et al. 2005).

It is important to note that the reuse is not a purely graphical notation. In large systems, graphical models are often not scalable. The semantics underlying this reuse model is symbolic and this is shown in Figure 8. The snippets are addressed with symbolic names, and in the spirit of semantic faithfulness, by default this is the screen title of a snippet. Hence the Snippet "PersonalData" is invoked by using that name in a placeholder element, followed by the elision operator "...".

The symbolic notation makes it particularly easy to combine the model with the form oriented model of page change. This is also shown in Figure 8. The screen diagram also highlights the semantics of opaque references: on the right side, we see that after submitting the delete form on the list page we are taken to the delete page.

The reuse of snippets already used in other places is an intuitive first step to more maintainability. In large projects, the reuse model as shown in Figure 8 would, however, still exhibit an asymmetry. The maintenance of the snippet is tied to the first page where it is used, or at least the current page where it is placed at a given point in time. In a large-scale system development it is worth-while to use the snippet approach to perform a separation of concerns. The
snippets that are reused are maintained in a common shared model, and are kept separate from the pages where they appear. All placements on actual input and output screens use placeholders and hence are treated equally. This is shown in Figure 9.

4.3 Risks in Bulk Storage of Sensitive Data

Paperless systems allow easier duplication through archiving for disaster recovery. As a consequence, however, paperless systems harbour the danger that complete copies of sensitive data can be lost or misused. Sensitive health records for a whole population fit onto a memory stick of the size available at corner newsagents. Several instances of accidental loss of data on thousands of childcare claimants, social insurance holders, law enforcement officials, and other cases have been documented (BBC 2008) and the possibility of deliberate misuse of personal data for financial gain looms large.

Although paperless systems allow disaster-safe archiving of records, the long term storage is problematic. All currently available storage media are exposed to several independent long term risks: the accessibility of the data formats is not guaranteed, since the access to the information is highly indirect and depends in every case on a whole stack of formats. Furthermore currently available physical digital high-density storage media have a much shorter life expectancy than paper. Crucially for personal healthcare records, the life expectancy of digital media is typically shorter than the average human lifespan, while paper records have an established life expectancy longer than the average human lifespan. Experts in the field of digital data curation (Buneman et al. 2008) feel compelled to recommend explicit occasional paper copies of all sensitive data, e.g. print-outs of XML data, a somewhat ironic state of affairs in the transition to a paperless process. Microfilm remains accepted as a higher density medium with similar life expectancy to paper.

5 Relation to other Domains

There is increasing interest in Electronic Laboratory Notebooks (ELN) which are likely to replace the traditional notebook, for example, in a research setting (Kihln 2005). These ELN are intended to help with IP disputes many years after the entries have been made. It is a requirement that ELN records are guaranteed authentic and tamper-proof, but also presented in a human-readable form (Drake 2007). This matches closely our considerations for faithful representation of the original entries, even if the main motivations might be slightly different. For a lab-book, the singleCopy system model is a natural first model. Two competing challenges are that, on the one hand, instant notetaking should be supported and therefore a modeless interface is intended. On the other hand it might be desirable that data series can be stored, and such data series are best represented in a tabular form.

A system model that comes very close to our goals can be found in Wikis. In particular on that of functionality provided by the MediaWiki platform is widely used now. Such a wiki supports on the one hand a concept of pages with identities that is close to the singleCopy model, in that there can be only one current version of the page. On the other hand it supports a copyOnDemand style approach to editing, since all the previous versions of a page are kept discoverable in the page history. There is a certain difference in that the singleCopy model has no checkout, thus Wikis are clearly an optimistic model. This model has some obvious advantages as well.

Another area which is concerned with reducing the divide between paper based workflows and electronic workflows is that of pen-based input. Pen-based systems approach the problem from the side of input devices, in enabling a style of interaction that is in some way close to working with paper, but is also enhanced by the new possibilities of electronic processing, including handwriting and drawing recognition (Plimmer & Apperley 2007).

In general, the problems addressed here are common to form-based systems and are encountered for example in more commercial applications. A classical case study is Electronic Data Interchange (EDI) (Emmelhainz 1992) that is widely used in the commercial world even before the advent of web-based e-commerce (Alonso et al. 2004).

This initiative has been valuable for retailers and suppliers since it allows them the electronic exchange of daily orders and business communication (Dowdewsell & Lutteroth 2005). The natural inflexibility of the automated systems contributed to a strong standardization of business communication. Only a few rigorously defined business message types are allowed (Kimberley 1991) in those systems, which contributed to interoperability between internationally distributed participants. In the healthcare area, openEHR is an example of a similar evolution. In the wake of the electrification of health records we observe a strong incentive to standardize health records on a global scale (Eichelberg et al. 2005). In a somewhat daring generalization from these two example observations we conjecture that there is a natural connection between the electrification of a business domain and the creation of stricter standard interchange formats.

6 Conclusion

The era of paper-dominated bureaucracy might well be in decline. The IT systems that replace paper are now a part of our everyday life. Once the initial excitement about the new tools has waned, users will expect rigorous quality attributes from such systems. IT systems are not automatically superior to paper-based solutions. Sometimes paper-based solutions come with natural and intuitive semantics. If push comes to shove, people are always able to perform at least basic functions with a stack of paper, such as browsing through all pages and looking out for headlines. In computer systems, even these basic functions have to be learned, and differ on every one of the competing systems at least.
In this work we have made a case that a naturalistic paper metaphor should be part of mission critical IT systems. We have focused on advanced parts of this approach, including dealing with snippets to make the various screens in a system consistent. We have discussed arguments why a system model that is close to the paper metaphor can foster better usability. A naturalistic paper metaphor can establish a well-defined abstraction layer; the technology that establishes the paper metaphor is separated from the application that uses the metaphor. The aim is to make the transition to a paperless system easy and intuitive for the practitioner, and hence give everyone working in important areas such as healthcare a bit more time to focus on what is most important, namely the professional service to the client.
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